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ABSTRACT: In this paper we have presented methodology for emotion recognition from speech signal. In this system 
some of acoustic features are extracted from speech signal to analyse the characteristics and behaviour of speech. The 
system is used to recognize the four basic emotions: Angry, Happy, Neutral and Sad. It can serve as a basis for further 
designing an application for human like interaction with machines through natural language processing and improving 
the efficiency of emotion. In this approach, formant, energy, Mel Frequency Cepstral Coefficients (MFCC) has been 
used for feature extraction from the speech signal. Support Vector Machine (SVM) with different kernel functions are 
used for recognition of emotional states. Standard EMA datasets are used for analysis of emotions with SVM Kernel 
functions. Result obtained from proposed approach show that emotion recognition accuracy obtained by using RBF 
kernel is better than the linear, polynomial, and MLP kernel functions. 
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I. INTRODUCTION 
 

  Emotion Recognition is a recent research topic in the field of Human Computer Interaction Intelligence and 
mostly used to develop wide range of applications such as In robotics systems, stress management for call centre 
employee, and learning & gaming software, In E-learning field, i.e. identifying students emotion timely and making 
appropriate treatment can enhance the quality of teaching. The main aim of HCI is to achieve a more natural interaction 
between machine and humans. HCI is an emerging field using which we can improve the interactions between Humans 
and computers by making computers more respond able to the user’s needs. Today’s HCI system has been developed to 
identify who is speaking or what he/she is speaking. If in the HCI system the computers are given an ability to detect 
human emotions then they can know how he/she is speaking and can respond accurately and naturally like humans do. 
The goal of Affective computing is to recognize the emotions like Angry, Happy, Sad and Neutral from speech. 
Automatic Emotion recognition and classification in voice signals can be done using different approaches like from 
text, voice and from human face expressions and gestures. 

 During present scenario, for human emotion recognition an extensive research is made by using different 
speech information and signal. Many researchers used different classifiers for human emotion recognition from speech 
such as Hidden Markov Model (HMM), Neural Network (NN), support vector machine (SVM), Maximum likelihood 
bayes classifier (MLBC), Gaussian Mixture Model (GMM), K-nearest Neighbours approach (KNN), Naive Bayes 
classifier[1]. 
  In this approach, basic features of speech signals like formant, Energy, and MFCC are extracted from speech 
[2] and they are classified into different emotional classes by using SVM classifier. Here, SVM is used since it has 
better classification performance than other classifiers [3][4]. SVM is a supervised learning algorithm which addresses 
general problem of learning to discriminate between positive and negative members of given n-dimensional vectors. 
The SVM can be used for both classification and regression purposes. Using SVM the classification can be done 
linearly or nonlinearly. Here the kernel functions of SVM are used to recognize emotions with more accuracy. In 
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human – machine interaction emotion recognition and classification ability is very useful. It is also useful for various 
types of communication system such as automatic answering system, dialogue system and human like robot which can 
apply the emotion recognition and classification techniques so that a user feels like the system as a human. 

II. RELATED WORK 
 

  Applications of emotion classification based on speech have already been used to facilitate interactions in our 
daily lives. For example, In call centres apply emotion classification to prioritize impatient customers. As another 
example, a warning system has been developed to detect if a driver exhibits anger or aggressive emotions. Emotion 
sensing has also been used in behaviour studies  acoustic features have been extensively explored in both the time 
domain (energy, speaking rate, duration of voiced segments, zero crossing rate, etc.) and the frequency domain (pitch, 
formant, Mel-frequency cepstral coefficients, etc.). In our work, we only choose the most basic features: energy, 
formants, and MFCC. This reduces the computational complexity of the approach and can lead to both energy and 
bandwidth savings when the voice is captured on mobile devices. Commonly used classifiers for human emotion 
recognition from speech such as Hidden Markov Model (HMM), Neural Network (NN),  Maximum likelihood bayes 
classifier (MLBC), Gaussian Mixture Model (GMM), Kernel deterioration and K-nearest Neighbours approach (KNN), 
support vector machine (SVM), Naive Bayes classifier. We choose SVM as our basic classifier because of its ease of 
training and its ability to work with any number of attributes. 
  In SVM, kernel functions are used to map data to a higher dimensional feature space without losing the 
originality. This conventional method of using kernel functions in SVM is to run simulations on training sets and find 
the kernel function which attains the highest averaged classification accuracy for the given problem. The most 
commonly used kernel function for SVM is Linear, Polynomial, radial basis function (RBF), sigmoid kernel or MLP 
kernel [7]. The contributions of the Speech emotion recognition are as follows: 1) To obtain the maximum efficiency 
using the performance of SVM kernel method for each individual technique 2) Consideration of a cut-off value in each 
technique so the classification having better confidence level is selected and those with lesser confidence value are 
discarded as ‘not classified’. We have used standard EMA speech database in this approach of emotion recognition and 
classification [8]. The accuracy of emotion recognition can be made better by increasing the value of minimum 
confidence cut-off value. 

III.  ACOUSTIC  FEATURE  EVALUATION   
 

Here, we classify the emotion of each speech utterance in the standard EMA database. Each utterance is between three 
or four seconds in length. We separate each utterance into 60 ms segments with 10 ms time shifts. We only choose the 
most basic features:  energy, formant (frequency for the first four formants) and MFCC (12 MFCC values) [2][5]. Since 
the change in acoustic features is also related to emotional states, we include the energy difference as additional 
features. The 18 acoustic features employed are as follows: 
Energy: energy represents the loudness of the speech. We calculate the energy for each segment by taking the 
summation of all the squared values of the sample’s amplitudes. 
Energy difference: the difference of energy values between two neighbouring segments. More fluctuations may 
indicate active emotions, such as happy and anger. 
Formant (frequency for the first four formants, thus four features): formants are determined by the shape of the vocal 
tract, and are influenced by different emotions. For example, high arousal results in higher mean values of the first 
formant frequency in all vowels, whereas positive valence results in higher mean values for the second formant 
frequency. We use the popular linear predictive coding method for formant calculation. 
MFCC (12 MFCC values, thus 12 features): MFCC coefficient of speech has a vital component in audio signals 
because of its simplicity in calculation, good ability to extract the feature from speech, efficient technique and also has 
the advantage like anti-noise etc. The actual frequency is measure in the hertz but the pitch frequency is measure on a 
scale which is known as the Mel frequency scale which has the frequency variations less than 0.1 KHz and logarithm 
variations greater than 0.1 KHz. The frequency on Mel scale can be calculated using the formula: 
 

MEL(F) = 2595	logଵ଴ ቀ1 + 	 ୤
଻଴଴
ቁ…………… (1) 
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The below mentioned steps in Fig.-1 are used for process of MFCC feature extraction: 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: MFCC feature extraction process 
 

The reality that the human observation about the frequency information in a speech signal is not linear there is a requirement for a 
mapping scale. There are various scales for getting right perception about frequency content. The scale used in this experiment is the 
Mel scale. This scale is represented a measured frequency of a pitch to a corresponding pitch calculated on the Mel scale. The 
definition of the represented of frequency in Hz to frequency in Mel scale is explained in Eq.2 and vice versa in Eq.3. 

F୫ୣ୪ = 2595	logଵ଴ ቀ1 + ୤ౄ౰
଻଴଴

ቁ………… (2) 
 

fୌ୸ = 700 ൬10
ూౣ౛ౢ
మఱవఱ − 1൰………………. (3) 

We find these 18 features for each 60 ms segment of the speech sample, and then we calculate the mean, the maximum, the 
minimum, the range, and the standard deviation for each feature, resulting in 18 x 5 = 90 attributes that are sent to the classifier. 

IV. A FRAME WORK OF SPEECH EMOTION CLASSIFICATION USING SVM CLASSIFIER  
 

The SVM approach is a high dimensional vector supervised learning method that is based on emotion assumptions [7]. It predicts 
that the presence (or absence) of a specified feature of a class is not related to the presence (or absence) of all other features. It is 
very simple to program and execute it, its parameters are simple to assume, learning or training is very fast and effective even on 
very large databases and its accuracy is comparatively better in comparison to the other techniques. The emotion recognition process 
along with training and testing phases is shown in figure 2. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2 Emotion classification process model 
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V.  RESULTS AND EVALUATION 
 

Selection of appropriate kernel function: 
The approach is implemented with sequential minimization optimization (SMO) method for optimized parameter 
setting of SVM classifier on learning and preparation of dataset. First of all the audio samples are processed and 
selection of appropriate audio parameters for extraction is decided. The basic emotions those have to be identified are: 
angry, happy, neutral, and sad. The cut-off parameter for initial experiments has been setup to 0 and after that the 
experiment is repeated by increasing the cut-off parameter and measuring the confidence level of emotional 
classification. The amount of datasets is increased by applying the multi-fold cross-validation techniques for inherent 
combinations like: linear, polynomial, MLP and RBF. 

CL	recall	X୧ = େ୲୮୧
େ୲୮୧ାେ୤୬୧

………….                   (4) 
 

CL	accuracy	X୧ = 	 େ୲୮୧ାେ୲୬୧
େ୲୮୧ାେ୲୬୧ାେ୤୮୧ାେ୤୬୧

………….. (5) 
 
Where, Ctni, Ctpi, Cfni and Cfpi represents the number of true negative classifier, true positive, false –ve and false +ve 
instances correspondingly. The recall value and accuracy level of SVM classifier is defined by above equations. Results 
obtained for CL accuracy (%) using different kernel functions are represented in Table 1. Here, we have used 7 fold 
cross validation as shown in Fig.3 in which result obtained for RBF kernel is shown. While training separate SVM 
classifiers, this has been assumed that there should be enough quantity of learning instances for training model 
otherwise it would produce inaccurate output. As an illustration while the classifier model is learning for ‘sad or not’ 
emotion, ‘not sad’ emotion comprising of all other emotions. According to the accuracy level and recall value 
appropriate kernel expression for all classifier models have been represented as per given conditions in table 1. The 
output waveform representation of feature extraction is shown in Fig. 4. 
 

 
 

Fig-3 Accuracy obtained using RBF kernel function 
 

Table-1 Results obtained for CL-accuracy (%) using different kernel functions 
 

Kernels Angry Happy Neutral Sad 
Linear 97.91 93.45 93.75 93.75 
Polynomial 94.64 94.34 93.75 96.42 
RBF 97.91 96.13 98.51 98.21 
Sigmoid 30.35 46.13 51.48 47.32 
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Fig.4- Result for feature extraction 

VI.  CONCLUSION AND FUTURE WORK 
 

In this paper, speech emotion recognition and classification method using multi-class SVM has been presented. Speech 
samples from standard EMA database are used in analysing recognition and classification of emotions from audio 
samples. It has been observed that by enhancing the cut-off parameter and multi cross-validation the confidence level 
of classifier attains best possible correct classification accuracy of the classification model. Here, we have used linear, 
polynomial, RBF, and sigmoid kernel functions and from result we can conclude that RBF kernel gives more 
classification accuracy for emotion recognition compared to other three kernel functions. Future prospects of approach 
include developing this idea further by taking large varieties of emotional text, audio and video samples. More acoustic 
features can also be included for emotion recognition from speech.  
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