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#### Abstract

One of the well-known oddities of IEEE 754 (Floating point arithmetic standard) is $0.1+0.2==$ 0.30000000000000004 . This is because of how 64-bit floating point numbers are represented internally. While the difference might be very minute, applications in the domain of banking and astronomy cannot truly rely on such incorrect calculations. This problem can be solved using the arbitrary precision arithmetic. While arbitrary precision arithmetic is implemented in functional programming languages like Lisp, JavaScript does not natively support arbitrary precision arithmetic as of January 2020. It supports BigInt, however, implementing BigNum is currently in the proposal stage of the JavaScript Technical Committee tc39.
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## I. INTRODUCTION

To implement arbitrary precision arithmetic in JavaScript run-time engine such as Chrome's V8 engine and Mozilla' Spider-Monkey.The system allows developers to use arbitrary precision arithmetic in JavaScript runtime by making use of the Decimal object. It also supports functions like exponentials, logarithms, trigonometric and inversetrigonometric operations. Some of the default configurations were assumed which were allowed to be tweaked.
For the known constants such as $\ln (10), \mathrm{PI}$, and E, the first 1000 digits of the constants were hard-coded for immediate use.

## II. LITERATURE REVIEW

In most computer programs and computer environments, the accuracy of any calculation (including addition) is limited by the size of the computer word, that is, the largest number that can be stored in one of the processor registers. In mid2002, the most common processor word size was 32 bits, which is the integer $2^{32}=4294967296$. Therefore, general integer arithmetic on a 32 -bit machine allows adding two 32 -bit numbers to get 33 bits (one word plus one overflow bit), multiplying two 32 -bit numbers to get 64 bits (Although the most common programming language, C, cannot directly access the top word and depends on the programmer to create a machine language function or to write a much slower function in C with a final overhead of about nine more multiplications) and part of a 64-Bit number by a 32-bit number that generates a 32 -bit quotient and a 32 -bit remainder / module.

Arithmetic with any precision consists of a number of algorithms, functions and data structures that have been specially developed for handling numbers of any size. These functions often modify standard techniques for paper and pencil arithmetic (e.g. long division) and apply them to numbers that are divided into word-sized fragments. An important difficulty in creating good arbitrary numerical accuracy is knowing where to stop a calculation. A simple example of this problem is shown by the binary extension $1 / 3$, which is given by the non-deterministic binary decimal $0.0101010101 \ldots=2$. As a result of the fact that exact numbers do not have termination binary fraction expansions, additional functionality must be incorporated into an arbitrary precision calculation system. This can be in the form of a failure test, or a configurable 'maximum precision' in which the calculation will always stop when it reaches a very small particular number.

## III. EXISTING SYSTEM

Currently, both the most popular JavaScript engines provide something called a BigInt data type. BigInt is capable of holding arbitrary length of integers. It allows simple arithmetic operations such as addition, multiplication, comparison

and subtraction. However, it has no support for non-integers. Fractions cannot be handled by BigInt and division is also not supported. An implementation of a floating-point system conforming to this standard may be realized entirely in software, entirely in hardware, or in any combination of software and hardware. For operations specified in the normative part of this standard, numerical results and exceptions are uniquely determined by the values of the input data, sequence of operations, and destination formats, all under user control.

## IV. METHODOLOGY

### 4.1.Functional programming

Functional programming is an example of programming where we try to combine everything with a pure style of mathematical functions. This is a declared type of programming style. Its main focus is on "what can be solved" as opposed to an imperative style, where/ the main focus is on "how to solve". Use expressions instead of instructions. A representation is evaluated to produce a value while a command is executed to determine the variable.

### 4.2 SYSTEM DESIGN

The objective was fulfilled by defining the working Decimal object. The implementation of the function in various edge cases were handled by referring to the IEEE 754 standards as well as the functioning of the runtime engine as specified in the specs laid down by the tc 39 of JavaScript.
Some of the defaults includes:

- ROUND_UP
- ROUND_DOWN
- ROUND_CEIL
- ROUND_FLOOR
- ROUND_HALF_UP
- ROUND_HALF_DOWN
- ROUND_HALF_EVEN
- ROUND_HALF_CEIL
- ROUND_HALF_FLOOR

Some of the functions considered for the implementation were:

- Trigonometric: sine, cos, tan and their multiplicative inverses
- Inverse Trigonometric: asin, acos, atan and their multiplicative inverses
- Logarithmic and exponential
- Roots
- Precision, round, ceil, floor, abs

There were some read-only functions defined, and there were other static functions defined to be used not by the objects, but by the class. For example, in native JavaScript, there is Math.PI, and Math.E.

### 4.3 SYSTEM IMPLEMENTATION

The implementation of the Decimal object was started with laying down the necessary components of the object. That includes the configuration parameters as well as the proper way of handling the numerical values.
One of the primitive ways of accomplishing the arbitrary precision for basic calculation is the lazy evaluation method. The numerator and the denominator is often stored separately. While performing the operations, the numerator and denominator of two or more numbers are handled separately. That was the initial step taken in order to achieve the arbitrary precision. Whenever the value was required, it was evaluated at that time, by computing the division, with the limit of precision as configured.

However, this does not work well, when there are more complex operations involved. Taylor series operations for complex functions is tempting, but that also bring along the loss of precision. One of the ways to handle this was to set the flags of the operations: such as logarithmic, trigonometric, as well as inverse trigonometric.
The easier functions such as ceil, floor, round, as well as abs were calculated by using the naïve definitions of the functions. For the moderate ones like multiplication and division, the initial method of repeated addition, and subtraction respectively were handled for the integers. However, this is not the most optimal method to implement in order to achieve the final result when there are floating point numbers involved.
Some of the default configurations were assumed which were allowed to be tweaked.
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For the known constants such as $\ln (10)$, PI, and E, the first 1000 digits of the constants were hard-coded for immediate use. Parsing of the numbers as string was handled character by character basis, looking for a floating point or an exponent, and handling the cases separately in the constructor.

## V. TESTING

Various test cases were handled by the unit testing library called JestJS. For each function, setting the configuration, the tests were performed to check for the value of the evaluation.
Several criteria, such as significand, exponential, floating parts were considered, and the values of the functions were tested for even the NaN conditions.

| Expected | Expression | Operation |
| :--- | :--- | :--- |
| NaN | Asin(40) | inverse trigonometric |
| 1.5707963267948966192 | Asin(1) | inverse trigonometric |
| 1 | $\operatorname{Cos}(0)$ | trigonometric |
| 2 | Cube root(8) | root |
| -4.530654896083492777 | Cube root(-93) | Root |
| 5 | Abs(-5) | Absolute |
| 0.2 | $0.1+0.2$ | Addition |
| 18446744073709551616 | 2 power 64 | Exponent |
| 4.605170185988091368 | Ln $(100)$ | Logarithmic |

VI. EXPERIMENTAL RESULTS


Figure 1. The decimal object performing exponential operation.


Figure 2. Decimal object performing division operation
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```
> Decinal.set({precision: 60})
< fs(n){var e,i,t,r=this;if!!(r instanceof s))return new s(n);if(n
    instanceof(r.constructor=s))return
    r.s=n.s,void(NP!n.d||n.e\s.moxE?(r.e-NNN,r.d=null):n.e<s.minE?
    (r.e=0,r.d=[0]):(r.e=n.e,r.d=n.d.slice.
> num1 = new Decinal(0.4)
< \s {s: 1, e: -1, d: Arroy(1), constructor: f}
> num1.inverseSine().valueof()
<" "0.411516846667488019384737897617335684855701135127025851783947"
> num2 = new Decinal(7)
<>> {s: 1, e: 0, d: Arroy(1), constructor: f}
> num2.inverseSine().valueof()
<<"||||"
> num3 = new Decimal(20)
<>> {s: 1, e: 1, d: Arroy(1), constructor: f}
> num3.inverselyperbolicCosine().valueof()
<" "3.688253867362966676181675720322518878331556976558425882226"
```

Figure 3. Decimal object performing inverse trigonometric operations.


Figure 4. Performing logarithmic operations on Decimal objects.
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```
> Decimal.set({precision: 1000})
< fs(n){var e,i,t,r=this;if(!(r instanceof s))return new s(n);if(n instanceof(r.constructor=s))return
    r.s=n.s,void(N?!n.d||n.e>s.maXE?(r.e=NaN, r.d=null):n.e<s.minE?(r.e=0,r.d=[0]):(r.e=n.e,r.d=n.d.slice.m
    two = new Decimal(2)
< > {s: 1, e: 0, d: Array(1), constructor: f}
> two.sqrt().toString()
<"1.4142135623730950488016887242096980785696718753769480731766797379907324784621070388503875343276415727350138462309122970249248360558507
sqrt = new
    Decimal("1.4142135623730950488016887242096980785696718753769480731766797379907324784621070388503875343276415727350138462309122970249
    248360558507372126441214970999358314132226659275055927557999505011527820605714701095599716059702745345968620147285174186408891986095
    523292304843087143214508397626036279952514079896872533965463318088296406206152583523950547457502877599617298355752203375318570113543
    746034084988471603868999706990048150305440277903164542478230684929369186215805784631115966687130130156185689872372352885092648612494
    977154218334204285686060146824720771435854874155657069677653720226485447015858801620758474922657226002085584466521458398893944370926
    591808311388246468157082630100594858704003186480342194897278290641045072636881313739855256117322040245091227700226941127573627280495
    738108967504018369868368450725799364729060762996941388475654823728997180326802474420629269124859052181004459842150591120249441341728
    53147810580360337107730918286931471017111168391658172688941975871658215212822951848847")
< >s {s:1, e: 0, d: Arroy(144), constructor: f}
> Decimal.pow(sqrt, 2).valueOf()
```



Figure 5. Performing square root operations on Decimal objects.


Figure 6. Overcoming the IEEE 754 shortcomings.

## VII. ADVANTAGES, DISADVANTAGES AND LIMITATIONS

### 7.1 Advantages

The advantages includes:

- Greater precision of arithmetic operations.
- Overcoming the downfalls of IEEE 754.
- Functional style of the implementation means there are no side effects since there is no mutability.
- Allows developers to set precision arbitrarily as required.
- Provides various functions for mathematical operation.
- Ability to set the configuration and change at will.
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### 7.2 Disadvantages and limitations

- The theoretical limitation of the concept is the memory available in the machine.
- This is not a native implementation and therefore it is not the most memory efficient solution.
- Operators are not overloaded in order to not rely on the functions.


## VIII. CONCLUSION

In conclusion, now there exists a Decimal object which supports arbitrary precision arithmetic in JavaScript runtime engine. It also supports some of the complex functions which were previously not available in the run time.
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