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ABSTRACT: Cardiotocography (CTG) is a technique which monitors and determines the level of fetal distress. Even 
though, CTG is mostly used for monitoring fetus health, the presence of high number of false positive results in 
inappropriate surgical delivery and delayed intervention. The paper aims to determine how CTG data can be used to 
detect fetal distress using machine learning and deep learning models. The CTG data is acquired from CTU-UHB 
Database, from which the Fetal heart rate (FHR) and Uterine Contractions (UC) signals are extracted. After the 
extraction, the signals are resampled and preprocessed. The study concentrated on finding the important combinations 
of neonatal characteristics, such as umbilical cord pH and Apgar5 (5-minute) score, with optimum thresholds for 
classifying the samples accurately. Furthermore, to address challenges associated with small dataset size and class 
imbalance, we apply data augmentation. Various classifiers, such as Support Vector Machine (SVM), Random Forest 
(RF), and Convolutional Neural Network (CNN) are used, and they are assessed in terms of accuracy, precision, recall 
and f1-score. Experimental results reveal that CNN achieves the highest accuracy of 99.5%. 
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I. INTRODUCTION 
 
Several challenges are faced by doctors while delivering a baby, and one of the most crucial concern is ensuring the 

unborn baby’s well-being. Fetal distress [1] arises when insufficient oxygen reaches the baby’s tissues leading to an 
elevation in the acidity of the baby’s body fluids. Without immediate intervention, it can cause severe damage to the 
baby’s brain or, in extreme cases, prenatal demise. Similar to diagnosing other health conditions, detecting fetal distress 
is usually subjective and depends on the expertise of healthcare professionals. Fetal distress is a complex condition 
influenced by various clinical factors like neonatal parameters and maternal risk factors. One of the widely used 
technique to detect fetal distress is Cardiotocography. CTG was first introduced in the mid-twentieth century by E. Hon 
[4]. It evaluates fetal health based on two key parameters: fetal heart rate (FHR) and uterine contractions (UC). The Dr. 
C Bravado approach is followed for the manual interpretation of CTG. Fetal Distress is a challenging condition as there 
are many factors which can influence it. Fetal distress when combined with the subjective interpretation of CTG, shows 
inconsistency in how different medical experts assess the same graph. While CTG was introduced to assess fetal 
distress, it hasn’t significantly improved the prediction rates of abnormal patterns. Therefore, it’s important to aim for 
creating a very objective method to detect fetal distress. This could be crucial in accurately recognizing the cases of 
fetal distress, lowering the instances of false positives, reducing the rate of unnecessary caesarean sections, and, in the 
end, helps reducing mortality rates of the infant. Detecting fetal distress in an early stage, using Machine learning and 
Deep learning technologies can help the patient’s well-being. Conventional algorithms and Deep Learning algorithms 
are used in this study to detect fetal distress. 

II. RELATED WORK 

 
Extensive research has been conducted, and is still ongoing in the area of machine learning for identifying fetal 

distress. Several papers were reviewed to understand the performance of existing models on various datasets using 
machine learning and deep learning techniques. Further, the studied paper are discussed in brief.  

Y.D.Daydulo et al. [4], developed deep learning model for the classification of Fetal Distress, it was stated that only 
samples with pH greater than 7.15 were labelled ”Normal” and pH less than or equal to 7.15 were labelled 
as ”Distress”. The authors have not evaluated Apgar5 score as it was considered as a subjective labelling criterion. In 
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this model, 439 samples out of 552 recordings were labelled as “Normal” and the rest 113 samples were labelled as 
“Distress”. Authors have used Morse Wavelet for signal processing and amalgamation of transfer learning with a 
ResNet50 Model for the classification of fetal distress. They acquired high accuracies of 98.7% for the first stage of 
labor and 96.1% for the last stage of labor.  

A similar labelling approach was followed in a study by H.Liang et al. [7], where samples were classified as distress 
only when there pH was less than 7.15. The model produced 447 Normal cases which is exactly 8 more cases than the 
initially reviewed paper. The authors have used one dimensional CNN Model with bidirectional GRU to create a highly 
effective model which provides an accuracy of 96%. 

 In a study by M.E O’Sullivan et al. [8], it was observed that their criteria for labelling the samples as “Distress” was 
pH value to be less than or equal to 7.0 and low Apgar5 score between 5 and 6. The authors have obtained the CTG 
data from the CTU-UHB database [2], which comprised of 552 samples. The dataset was then filtered by excluding 
samples which had over 30 percent missing traces in CTG. In the model, 310 samples were labelled as “Normal”, 23 
samples as “Distress”, and 99 samples did not belong to either. The authors have used machine learning algorithms 
such as SVM and Logistic Regression and their objective is to enhance the features within the CTU-UHB database 
concentrating on complexities of feature engineering.  

Another study by Sahana et al. [9], proposed a machine learning model which was applied to the first and second 
stage of labor, using SVM, RF, Bagging and Multi-layer perceptron (MLP) for the classification of CTG data. The 
Sensitivity and Specificity ranged from 92.7-96.4% and 92.4-98.4%. It was seen that SVM and RF had outperformed 
Bagging and MLP, as they exhibited better performance, exclusively in the second stage. SVM and RF showed a great 
level of agreement between the model and medical experts.  

In a study conducted by Liang and Li [10], the criteria for labelling the samples as “Normal” was pH to be less than 
or equal to 7.05. The authors incorporated a CNN model and acquired an accuracy of 89.3% and 79.95% at different 
threshold values. In this model, 508 samples were labelled as “Normal” and the rest 44 as “Distress”. The authors have 
also obtained the CTG data from the CTU-UHB database.  

In another study by Zeng et al. [11], the criteria for labelling the samples as “Normal” was pH less than or equal to 
7.05 and Base Excess (BE) less than or equal to -10. The authors have also obtained the CTG data from the CTU- UHB 
database. They have used techniques such as Continuous Wavelet Transform (CWT), Wavelet Transform Coherence 
(WTC), and Cross Wavelet Transform (XWT) combined with Ensemble Cost-Sensitive Support Vector Machine 
(ECSVM) for the classification of fetal distress. The model achieved an accuracy of 67.2%, Sensitivity of 85.2% and 
Specificity of 66.1%. 

 In a study by Liu et al. [12], the criteria for labelling the samples as “Normal” was pH to be less than or equal to 
7.15. The authors had worked on CTU-UHB Database and the methodology involves signal preprocessing and down 
sampling, using CNN for spatial feature extraction combined with Bi-LSTM to address long-term dependencies. The 
authors also used DWT for obtaining transformation coefficient features from the FHR Signals. Their proposed method 
has achieved an accuracy of 71.71%, Sensitivity of 75.23%, and Specificity of 70.82%. 

  In a study by Astik et al. [13], the authors used various machine learning algorithms such as Logistic Regression, 
KNN, RF and Gradient Boosting Machines. The models are evaluated based on precision, recall, f-1 score and 
accuracy. The authors worked on a dataset from Kaggle, which had 2126 samples. The samples were labelled as 
“Normal”, Suspect” and “Pathological”. The Random forest model achieved an accuracy of 93%, which was highest 
when compared to other models. 

 In a study by V.Chuda‘ cek et al. [2], which introduced the CTU-UHB database had over 21 publications on the 
fetal distress classification criteria, which were applied to many databases, are shown in Table 2 of the study. In which, 
thirteen studies used pH as a criterion and five studies used Apgar score as a criterion.  

According to the literature survey, Authors have proposed various Conventional and Deep Learning models on 
various datasets. By understanding each phase of the proposed models, authors have incorporated various techniques 
and methodologies which includes, data labelling, data augmentation, machine learning and deep learning models. For 
labelling the dataset into two classes (i.e. Normal and Distress), authors have used pH and Apgar score [3][6] as a 
criterion. For Data augmentation, methods such as jittering, rotating, scaling, window slicing and so on were used to 
increase the number of samples in the dataset. To address the semantic gap between the existing models various 
machine learning and deep learning models are incorporated in the proposed model. 

III. PROPOSED ALGORITHM 

 
The proposed fetal distress classification model is described in this section. The main objective of this study is to 

use effective methods to reduce the misclassification of fetal distress. Initially, the samples present in the dataset are 

labelled, extracted and pre-processed. Labelling of the samples is done based on the pH value and Apgar5 score. Data 

augmentation is then performed to increase the size of the dataset. Finally, Support Vector Machine (SVM), Random 
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Forest (RF) and Convolutional neural network (CNN) models are trained and assessed based on their performance. The 

steps involved for developing our proposed model are explained in the upcoming sections. 

A. Data Labeling 

The Labelling Phase involves assigning labels to the 552 samples of CTU-UHB database. The parameters that 

highly indicate fetal distress are opted. By examining the header file, each sample’s umbilical cord pH and Apgar 5 

minute [6] were compared with the predefined thresholds.  

The criteria to label the samples as “Normal” is as follows: 

• pH < 7.15  

• 7< Apgar5 < 9  

The samples whose pH and Apgar5 score falls below or above the criteria are labelled as “Distress”. The 

classification resulted in 439 Normal samples and 113 Distress samples as shown in Fig. 1. 

 
Fig 1: Distribution of classes after labeling. 

B. Data Preprocessing 

The preprocessing phase involves extraction of FHR and UC signals using the wfdb python library from the CTU-

UHB Database. Raw signals for each sample are acquired and based on the signal names FHR and UC are detached. 

The extracted FHR and UC signals are resampled to thousand features each, to handle time series data. Since, the unit 

of FHR (bpm) and UC signals (mmHg) differ, Min-Max Normalization is performed for each sample. Each value of the 

FHR signal is scaled by maximum FHR value and same is done with UC signal, which denotes that the values are 

within the uniform range of 0 and 1. The preprocessed FHR and UC features are then concatenated and appended to a 

python list, which consists of preprocessed signals for all 552 samples. The shape of this list is (552, 2000), which is 

used for further analysis and model training. 

C. Data Augmentation 

When SVM and RF model were trained with the 552 samples, it was understood that both SVM and RF are not 

providing best outcomes and can do better. Challenges arse while training deep learning models like CNN due to 

database’s limited size. Data Augmentation is done to address these limitations for which tsaug python library is used. 

Gaussian Noise transformation with a standard deviation of 0.01 is applied, which adds noise to the original signals. To 

expand the dataset, 20 augmented samples are generated for each original sample. By vertically stacking the original 

and augmented data, the augmented dataset is reshaped. To enhance sparsity and variability, the augmented dataset is 

shuffled before training and classification. The total number of samples increased from 552 to 11592 after 

augmentation. The augmentation is not only applied to the original dataset but also is demonstrated using SVM and RF 

models. The class distribution after augmentation is shown by Fig. 2. After enlarging the dataset through data 
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augmentation, an issue of class imbalance persisted. The class distribution which is shown in Fig. 2 depicts that out of 

11595 samples, 2373 samples were labelled “Distress” and rest (9219) samples were labelled as “Normal”. It is 

observed that number of samples in distressed class were very less than samples in the Normal class. To address this 

issue, 2373 normal samples were randomly selected for balancing the dataset ensuring 50 to 50 class distribution [7]. 

Then, the balanced dataset was divided into training and testing sets where 70% of dataset was used for training (3322 

samples) and 30% for testing (1424 samples).  

To facilitate the Model’s understanding, the labels (’Normal’ and ’Distress’) were encoded into numerical values. 

The Training and Testing sets were reshaped by transforming the two-dimensional matrix into three-dimensional 

tensor. This preprocessing was incorporated into SVM, RF and CNN Models, ensuring uniform data representation and 

input compatibility for different classifiers. 

 

 
Fig 2: Distribution of classes after data augmentation. 

D. Classification 

Classification is a process of extracting a collection of features from the samples and then mapping them to a 
specified class. As this study is done on a two-class problem, the Conventional models (SVM and RF) and deep 
learning model (CNN) are used to assign the samples into Normal and Distress classes. Further, the considered 
classifiers are evaluated based on their performance.  

1. Support Vector Machine  
The linear SVM classifier is widely used for binary classification. The linear SVM is incorporated as it 
classifies the given input samples into normal and distress classes. The classifier analyzes the samples and 
trains the model to minimize misclassifications of Fetal distress. The trained SVM Model is later tested by 
providing samples which were not trained.  
 

2. Random Forest  
Random Forest is an ensemble learning algorithm that combines multiple decision trees to get a single result 
which enhances classification accuracy. RF Classifier plays a crucial role in the classification process, 
specifically for binary classification of the samples into “Normal” and “Distress” classes. In the proposed 
model, RF is initialized with parameters such as 50 estimators, a maximum depth of 5, and a random state of 
42. The ensemble learning approach allows the model to provide best insights from multiple decision trees. The 
RF classifier carefully processes samples and trains the model to optimize its ability to classify fetal distress 
accurately. After training the RF model is tested where its effectiveness is evaluated using untrained samples. 
The RF consists of diverse decision trees, which contributes to generalization and robustness capabilities of the 
model.  
 

3. Convulational Neural Networks 
 Convulational Neural Networks is a deep learning algorithm which is effective for classifying time-series data. 
It is well-suited for image recognition and processing tasks. It consists of multiple layers, which includes 
convolutional layers, pooling layers, and fully connected layers. The proposed model consists a sequence of 
layers, each designed for a specific operation. The following layers were used in the proposed model:  
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1) Convolutional 1D Layer: The first convolutional layer with 32 and 64 filters of size 3. It extracts essential 
features and transforms it into a tensor.  
2) 1D Max Pooling Layer: This layer performs one dimensional max pooling over 2-unit window, which is 
used for downsampling the spatial dimensions.  
3) Batch Normalization: This layer enhances the training stability by normalizing the output of the previous 
layer. 
 4) Dropout Layer: This layer prevents overfitting by randomly deactivating the neurons during training.  
5) Flatten Layer: This layer flattens the three-dimensional output into a one-dimensional vector which is used 
for further processing.  
6) Dense Layer: It is a fully connected layer with 128 neurons. It processes the flattened input. The batch size is 
set to 64 and the learning rate to 0.00011. Before creation of the second fully connected layer, the dropout rate 
is increased from 50% to 70%. The model is compiled using the Adam optimizer, incorporating the previously 
mentioned learning rate and utilizing binary cross-entropy as loss function also the model was trained for 50 
epochs. Then the model’s ability of classifying was evaluated based on its performance. 

IV. SIMULATION RESULTS 

 

 

Fig. 3: Confusion Matrix  

 
The performance of the proposed model is examined by conducting experimentation on the CTG samples of CTU-

UHB database. The database consists of 552 samples, the proposed model is balanced with 2373 Normal samples and 
2373 Distress samples, later trained with 3322 samples. The model is then tested with 1424 untrained samples. The 
performance measures of the proposed model is evaluated based on accuracy and confusion matrix which measures 
precision, recall and F1 score for each model. Accuracy (Equation 1): Identifying distressed samples from a pool of 
samples accurately. Precision (Equation 2): Samples which are correctly identified over the correctly and wrongly 
categorized samples. Recall (Equation 3): Samples which are accurately categorized samples over the correctly 
identified samples and wrongly rejected samples. F1-Score (Equation 4): It is the harmonic mean of Recall and 
Precision. These measures use specific parameters such as True Positives (TP) for correctly identified samples, False 
Positives (FP) for wrongly identified samples, True Negatives (TN) for correctly rejected samples and False Negatives 
(FN) for wrongly rejected samples.  

Accuracy = (TP + TN) / (TP + FP+ FN + TN)    (1)  
Precision = TP / (TP + FP)       (2)  
Recall = TP / (TP + FN)       (3)  
F1 Score = 2* (Recall * Precision) / (Recall + Precision)                                   (4)  
  
The parameters such as pH value and Apgar5 score play an important role in the classification of the CTG 

recordings into normal and distress classes. The classifiers are assessed based on their performance. The model which 
outperforms the measuring terms and provides accurate classification is selected by analyzing the performance of 
individual classifiers. The performance analysis of the classifiers is represented by Fig. 4. It is found that Convolutional 
Neural (CNN) is providing better performance when compared with other two models. 
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Fig. 4: Performance Analysis  

 

 

Fig. 5: ROC performance of each classifier 

 

The accuracy score of CNN is 99.5, which is highest among the other conventional algorithms. The CNN and SVM 
model had the best performance when compared with RF. The Confusion Matrix of each classifier is represented by 
Fig. 3. The Representation of classification performance which visually presents the classification metrics - Accuracy, 
Precision, Recall, and F-score for each classifier is represented by Fig. 5, which ensures a comprehensive 
understanding of the classifier’s capabilities.  

V. CONCLUSION AND FUTURE WORK 

 
 In this study, we created an effective model for analyzing the samples and classifying CTG samples into Normal 

and Distress classes. The pH of the umbilical cord and Apgar 5-minute score was used to determine the presence of 
fetal distress in the CTG sample. The issue of small size dataset and class imbalance were solved by employing data 
augmentation and balancing CTU-UHB database. The performance of the conventional classifiers such as SVM and RF 
with deep learning model CNN was tested. The performance of each classifier has been examined using the confusion 
matrix and ROC curve. This study reveals that CNN is the efficient model for detecting normal and distress cases. In 
the future, the proposed model will be employed to detect fetal distress on different datasets and the effectiveness of the 
model will be tested. 
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