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ABSTRACT : Face detection and recognition are challenging computer vision tasks, whereas the relevance of 

this research field gets more important. To verify the ICAO requirements for ’Machine Readable Travel 

Documents’ (MRTD) an ’Eyeglasses Present Classification’ and an ’Eyeglasses Segmentation’ is developed. 

For the classification the Viola and Jones classifier is used, which is trained on different databases and uses 

several different features. In the second part, the ’Eyeglasses Segmentation’, the eyeglasses frame is localised 

with Snakes, which are based on the Gradient Vector Flow field. A registration of the left and right eyeglasses 

part allows to compare and improve the found curves. To get better results (e.g. in the eye-brows area) the 

shortest path algorithm from Dijkstra is implemented using a suitable cost function. As a last step the exact 

detection of the inner and outer frame edge is done, which leads to the exact segmentation of the eyeglasses 

frame. Consequential the frame thickness and the frame to eye center distances are derived. Finally, a 

comprehensive evaluation of the eyeglasses detection, segmentation and the determined parameters is presented, 

compared to manually annotated ground truth data. 
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I. INTRODUCTION 

 

1.1 Motivation and Problem Statement 

Biometrics and biometric recognition are areas of research, which become more and more important. The use of 

biometrics is an approach to get solutions for unresolved problems in surveillance, person identification and 

verification, because the technological innovation allows to perform measuring and processing of biometrical 

data fast and trusty. The biometric technologies can be divided into two parts physiological and behavioral 

tokens ([9]). 

 

behavioral Physiological 

voice DNA 

signature hand geometry and fingerprint iris and retina recognition face recognition 

 

A lot of research does not only concentrate on one single characteristic, it heads for combinations of biometric 

tokens. In this work we are concerned with the face recognition and face analysis token and we focus on 

eyeglasses detection and segmentation as a pre-processing step for face recognition and analysis applications. 

For robust face recognition it is essential to have normalised pictures, which fullfill the ICAO requirements for 

’Machine Readable Travel Documents’ ([8], [25], also see Chapter 2.1). Normalised face images should be 

interference-free and should contain a frontal pose, neutral expression and ’normal’ eyeglasses with a typical 

frame, clear glasses and no reflections. Therefore it is necessary to detect eyeglasses and - if present - to 

delineate and evaluate the eyeglasses. This leads to solving problems in the areas of classification and 
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segmentation (see Chapter 1.2). Normalised images which come up with all the necessary qualifications increase 

the reliability of face recognition and detection software. 

As described in [8] eyeglasses are allowed in face portrait images for ’Machine Readable Travel Documents’ 
(see Chapter 2.1), but eyeglasses have to satisfy different criteria. The task in this work is to automatically detect 

the presence of eyeglasses and to locate the eyeglasses in the face portrait image. With the located eyeglasses 

several different parameters of the eyeglasses appearance can be calculated. All these parameters lead to 

decisions, whether a face image containing eyeglasses is suitable for a ’Machine Readable Travel Document’ or 

not. 

1.2 An Informal Definition of Classification and Segmentation 

1.2.1 Classification 

In computer vision the classification problem is a widely used task. A class or category is the entity of objects, 

which have similar features and satisfy the same constraints. To separate the single categories, class limits are 

set up to distinguish one class from another. A classificator is the policy maker, which decides whether an object 

belongs to class A or B. The whole system - class limits, entity of classes and classificator - is called 

classification ([4], see Figure 1.1). 

There are two main concepts for getting a classificator - supervised and unsupervised. In supervised 

classification a set of training data, which represents a given input and output, is given. The goal of the training 

step is to find a function, which fullfills the conditions of the training data. In unsupervised classification the 

training algorithm creates a model of the input data and divides it into categories with different characteristics. 

 

 
Figure 1.1: Classification problem. 

1.2.2 Segmentation 

The segmentation procedure is a process of partitioning an input image into different regions of connected 

pixels. All the pixels of one region fullfill special tokens (e.g. intensity, gradient, color, ...). The goal of a 

segmentation is to simplify the representation and analyse the input image. Segmentation is normally used to 

locate objects in images ([22], [7], [23], see Figure 1.2). 

The difference between segmentation and classification is, that in classification objects are assigned to classes 

and in segmentation pixels are connected into regions to divide an image into several areas. But often 

segmentation and classification are mixed up and it is hard to decide whether one has to deal with a 

classification or segmentation problem. 

 

 
1.3 Aims of the Thesis: While there is extensive literature describing the detection ([29], [31]) and 

removal ([3, 30]) of eyeglasses under the conditions such as occlusions [21], reflections [15] under different 

parameters, (e.g. frame thickness, position of the frame relative to the eyes) ([20]) there is little knowledge about 

the correct detection and exact extraction of eyeglasses. A seminal report ([20]) shows that this problem can be 

approached by the presence, color, frame thickness, and position of the eyeglasses relative to the eyes. The aim 

of this thesis is to further develop this approach into a readily usable procedure.The procedure is divided into 

several parts (see Figure 1.3). First of all a classifier detects if eyeglasses are present or not. The classifier 

returns a value which represents the presence probability of eyeglasses in a face image. It does not give any 

information about the position, shape etc. 

In case of existing eyeglasses, a subsequent eyeglasses segmentation step is performed. The segmentation 

returns an exact delineation of the left and the right glasses including the frame, which surrounds the glasses. 

The nosepiece and earpiece of the frame are neglected. 
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Via the segmentation different criteria can be derived. The first token is whether the eyeglasses are clear or 

tinted. Tinted eyeglasses may occlude the iris and result in a loss of biometric information. It is similar with 

specularities on eyeglasses, which occur due to wrong use of flashes and bad illuminations. The third 

characteristic describes the frame width of eyeglasses. The last criterion delineates the vertical distance 

betweeneyecenter and the eyeglasses frame, where there is a difference between the upper und lower distance.In 

this work we deal with the presence of eyeglasses, the segmentation, the frame width and frame distance of 

eyeglasses. 

 

 
Figure 1.3: Overview of eyeglasses problems. 

 
Chapter 2 
 

Face Images and Eyeglasses Overview and Related Work 

 

2.1  ICAO Standard 
The ICAO (International Civil Aviation Association ) introduced an international standard (ISO standard) for 

Machine-Readable Travel Documents (MRTD). A Machine-Readable Travel Document is an international 

travel document (e.g. passport), that contains eye- and machine-readable data. This ISO standard about 

’Biometric Data Interchange Formats’ consists of 8 parts, where part 5 deals with face image data (see [8]). The 

ISO standard defines several requirements for eyeglasses. 

2.2 A Formal Definition of Classification and Segmentation 

In this work two basic computer vision tasks are used. The first one is image segmentation, where a given image 

B with pixels f1,...,fnis divided into homogeneous disjoint regions. These found regions fullfill the following 

requirements. 

[ 

Ri = B 

i=1,...,m 

(2.1) 

Ri \Rj= ∅ (2.2) 

fs ∈Ri,ft∈Rj: fs ∼ft ⇔i = j (2.3) 

In literature there are a number of methods to perform a segmentation - pixel- and histogram-based methods 

(e.g. threshold method), edge-detection methods, regiongrowing methods, Watershed transformation, multi-

scale segmentation, etc . 

 

2.3 Related Work on Eyeglasses Present Classification 

There is extensive literature on how to verify the existence of glasses in face images using various different 

approaches.Zhong Jing and Robert Mariani [12] developed an eyeglasses detection algorithm, where they 

analyze the nosepiece in the face image. They did several experiments and demonstrated that the area between 

the two eyes is the most important criterion to determine if glasses exist or not. After calculating several features 

of this area, the presence of glasses is determined. The evaluation database contains 419 face images, where 151 

people wear eyeglasses. All the face images are frontal view and the eyeglasses have various shapes and 

colours. The correct detection rate on their database of their classifier is 99.52 %. 

 
2.4 Related Work on Eyeglasses Segmentation 
There is extensive literature on how to segment eyeglasses. The aims for the various approaches are quite 

different. Some approaches aim to remove the eyeglasses and neglect the extraction of the frame. Other 

approaches aim to find interferences (glasses reflections, shadows, ...). Only very few address the exact frame 

segmentation. 
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For frame segmentation there are different basic approaches. In [30] the approach is to remove eyeglasses from 

a face. An intermediate step localizes the key points on the eyeglasses. For this step Wu et al. use an active 

shape model (ASM), which contains the main geometric information of eyeglasses - position, size and shape 

reduced to 15 key points. Using training data and likelihood learning Wu et al. calculate a mean shape, which 

they use for the localization procedure later. 

 
2.5 Related Work on Eyeglasses Analysis 

 The previous work in eyeglasses analysis from the Advanced Computer Vision (ACV) and Siemens [20] is 

structured into four parts. 

 Tinted glass detection 

 Specularity detection 

 Eye to frame distance measurement 

 Frame width measurement 

The following paragraph provides a short description of the used methods for each single part. 

The ’tinted glass detection’ uses the color values of a predefined area within the eyeglasses, and compares the 

values of this area with the values of ’face areas’. After a transformation into the L*a*b color space and a 

calculation of the Euclidean diance, a decision criterion is derived. The problem with this approach is, that it 

requires the eyeglasses to be present within the predefined region, which is not mandated by the ISO standard 

(see Figure 2.2). 

 

Implementation 

3.1 Overview 

The whole eyeglasses detection and analysis procedure is a complex task, which is structured into an eyeglasses 

detector and an eyeglasses segmentation algorithm (see Figure 3.1). The input data are normalised face images, 

which run through the steps shown in Figure 3.1. 

The first step, the ’Eyeglasses Present Classification’ (Chapter 3.2) requires a fast and exact detection of the 

presence of eyeglasses. Related work shows that approaches based on AdaBoost show excellent accuracy 

combined with fast execution times. The Viola Jones method, which was originally developed for face 

recognition, is a powerful and fast object detection algorithm, which can be trained to determine different object 

classes. Therefore a large set of annotated training data is needed. Sometimes other methods (Chapter 2.3) 

provide a good classification rate, but the execution time is worse than the Viola Jones classifier. 

 

 
Figure 3.1: Overview of the developed methods. 

 

There are several approaches in literature to localise eyeglasses (see Chapter 2.4), few of them work properly. A 

new approach for eyeglasses localisation is the Snake algorithm, which is a parametric curve to describe object 

boundaries. To get the exact contour internal parameters, which define the Snake properties (like elasticity, 

rigidity and viscosity), and external parameters, which result from the underlying image, get the Snake into the 

correct form. Therefore no training data is necessary and it allows to find all contours, which can be achieved 

with the chosen internal parameters. 

Another possibility and an extension of Snakes is the ’Active Shape Model’ (see [30]), which trains a mean 

shape and uses it in a localisation step to find the unknown object. The disadvantage of the ’Active Shape 

Model’ (compared to Snakes) is that a large set of different and annotated eyeglasses is needed to get a suitable 

mean shape. 

As it is possible to specify a rough geometric model with the internal parameters of the Snake, a restriction of 

eyeglasses types in the form of a training step is avoided and the classic Snake method is used. Section 3.3 

introduces the proper eyeglasses segmentation utilizing a Snake algorithm (Chapter 3.3.1) to find the left and 
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right eyeglasses in a facial image. Two independent Snakes are derived, which are compared and analysed in the 

next step. 

To further improve the segmentation result an algorithm to register the left and right eyeglasses frame (Chapter 

3.3.2) is necessary. Here a cost function with several elements is set up to compare the left and right half. 

In the special eye-brow area the Snakes do not always provide exact solutions. There the shortest path algorithm 

from Dijkstra is implemented, which uses a weighted graph (Chapter 3.3.3). Graph-theoretic approaches for 

edge detection were already done by Falcao et al. [5] with their ’LiveWire and Live Lane’ segmentation 

paradigms and Mortensen et al. [16] with the Intelligent Scissors concept. 

Finally a comparison of the left and right Snake and the Dijkstra curve is done, where one final curve is found. 

Afterwards an exact frame extraction procedure is investigated (Chapter 3.3.5). 

Due to the wide variety and different types of eyeglasses the chosen methods and algorithms get along with no 

previous knowledge. Except the ’Eyeglasses Present Classification’ no substep requires a training step or 

annotated training data. 

 
3.2 Eyeglasses Present Classification based on Viola-Jones Approach 

The method presented in this thesis is based on ’Robust Real-Time Face Detection’ from Viola and Jones, due 

to its good performance (real-time) and its high accuracy. 

3.2.1 ’Robust Real-Time Face Detection’ 

Viola and Jones developed a face detection algorithm that uses a boosted cascade of simple features. The aim of 

this algorithm is to detect faces in real-time and with high accuracy.The algorithm has two phases - the learning 

phase and detection phase. The learning phase trains the classifier on two sets of images. One including and one 

excluding the searched object. 

The algorithm works with three types of features - a two-rectangle feature, a threerectangle feature and a four-

rectangle feature. The computational complexity of these three features is low, since each feature is the 

difference of the sum between two rectangular regions (see Figure 3.2). 

 

    

(a)                      (b)                     (c) 

Figure 3.2: Three different rectangle features (black area is subtracted from the white area). 

With the detector resolution of 24 x 24 pixel, this method yields a very large set of features (˜170.000). To 
rapidly compute this set of rectangle features, Viola and Jones use an integral image. 

 

 
Figure 3.3: Integral image 

 

The integral image says, that the value of the integral sum in the area A is stored in point 1, the integral of A and 

B is stored in point 2 etc. The integral value of rectangle D is calculated by adding point 1 and 4 and subtracting 

point 2 and 3 (see 3.3).After calculating the single features the classifier training starts, where each feature 

represents a classifier. The classifier with the lowermost error gets a weight and is combined with the previously 

used classifiers. In the end the training provides one strong classifier, which consists of weighted weak 

classifiers. The way to find a final classifier is called ’AdaBoosting’.The advantage of the ’AdaBoosting’ is the 

detection phase and its cascade system. The strong classifier, which consists of weak classifiers, is applied to a 

sub-window. The first weak classifier gives a first decision. If it returns a positive answer, the next weak 

classifier is used. 
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Figure 3.4: Detection cascade of the Viola Jones detector. 

 

3.2.2 Eyeglasses Detection 

The basis for the presented eyeglasses detection is the Viola Jones method explained in Chapter 3.2.1. Instead of 

face patches, images with eyeglasses (see Figure 3.5) and without eyeglasses (see Figure 3.6) are used here. The 

patches are of 240x120 pixel in size and are extracted from the left and right eye of a face portrait image.The 

classifier requires a training step to determine weak classifiers, which combine to one strong classifier. 

 

 
Figure 3.5: ’Glasses patches’ for the Viola-Jones algorithm. 

 

3.3 Eyeglasses Segmentation 

This chapter shows how to segment eyeglasses from normalised face portrait images. The segmentation is a 

procedure with five parts. In chapter Chapter 3.3.1 the main localisation is done with a Snake and an underlying 

Gradient Vector Flow field. Furthermore a registration process of the left and right eyeglasses (Chapter 3.3.2) 

part allows to use the symmetric feature of eyeglasses. In the eyebrows area the shortest path algorithm of 

Dijkstra is implemented to improve the Snake results (Chapter 3.3.3). After comparing the left-eye and right-eye 

Snake (Chapter 3.3.4), the exact eyeglasses frame is extracted (Chapter 3.3.5) and the frame-width and frame-

distance are derived. 

 

 3.3.1 Find Eyeglasses with Snakes 

The presented method is based on the paper ’Snakes: Active contour models’ [13] and ’Gradient Vector Flow: A 

New External Force for Snakes’ [32]. In these papers a parametric Snake model is used to locate object 

boundaries. In [32] Xu et al. use an advanced external force for Snakes, they replace the traditional potential 

field with a new Gradient Vector Flow field. 

 

 3.3.1.1 Snakes 

Snakes are curves of the form 

x(s) = [x(s),y(s)],s ∈ [0,1]; 

These curves move through the image and try to minimize an energy function. 

 (3.2) 

The internal and external forces constitute the energy function. The internal force describes the tension and 

rigidity of the Snake. α and β are weighting parameters of the internal force. The external force is derived from 

the underlying image and is also called the potential field and represents the domain, in which the Snake moves. 

Typically the Snake should draw towards the edges in an image. Therefore the external force is based on the 

gradient of the image. 

The algorithm applies a blurring filter before computing the potential field. In this case the boundaries and edges 

in the image become smoother. This results in the positive effect that the ’range’ of the Snake increases. 

To get the minimum of the energy function (3.2), one has to form its derivative and set it to zero, thus leading to 

the Euler equation. 

 αx00
(s) − βx0000

(s) − ∇Eext= 0 (3.3) 

To solve this Euler equation, an iterative method is necessary. The function will be seen as a function of time t 

and the parameterisation on s, i.e. (s,t) [32, page 1-2]. 
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In their paper Xu and Prince replace the classic edge-based potential field with a Gradient Vector Flow (GVF) 

field v(x,y) = (u(x,y),v(x,y)) and the normal Snake with a GVF Snake. 

The goal of the Gradient Vector Flow field is to increase the ’streamlines’ of the vector field. Especially in 

homogeneous regions, where the gradients of the edge map f(x,y) are zero, information from the boundaries is 

utilized to find a reasonable result in the homogeneous parts of the image. 

In the Snake equation the potential force −∇Eextis replaced by v(x,y). Again the solution is found in an iterative 

manner. 

 αxt(s,t) = αx00
(s,t) − βx0000

(s,t) + v (3.4) 

As an advantage the GVF field increases the ’range’ of the Snake, thus the GVF Snake is also able to move into 

concave regions of the object. This allows the Snake to find and capture the edge from both sides of the 

boundary. [32, pg. 3], [33] 

The images in Figure 3.7 and 3.8 are examples for a normal potential field and a Gradient Vector Flow field.In a 

further step Xu and Prince extend the internal forces of the Snake with a 

 

 
Figure 3.7: Example of a normal potential vector flow field.Figure 3.8: Example of a Gradient Vector Flow 

field. pressure force. The pressure force prevents the Snake from decreasing its size. Thus the Snake moving 

through the vector field tends to grow rather than to shrink. 

 

 3.3.1.2 Snakes and EyeglassesTo yield a good result with Snakes it is necessary to have some a-

priori knowledge. The closer the initial Snake to the ’real’ glasses is, the better the final solution will be. For that 

reason the eyeglasses are assumed to occlude the left and the right eyes. In general the eyeglasses shape is more 

a ellipse than a circle, that’s why the initial Snake is a small ellipse, which is centered in the eye and should be 

smaller than the eyeglasses (see Figure 3.9 and in [33]). In this case the position of the ellipse depends on the 

center of the left and right eye. As the input data are normalised face images (see Section 2.1), the eye center 

coordinates for the Snake initialisation are fixed values (see Table 2.1). 

 

 
 

Figure 3.9: Face image with initial Snake. 

 

To utilize Snakes to find glasses, it is first necessary to compute an edge map of the image using a Laplacian 

filter (3.10a). This edge map is blurred with a Gaussian filter (3.10b). The Gaussian filter removes residual 

interferences and should point out the important edges of the eyeglasses. 

This algorithm detects the position of eyeglasses well. Problems occur with frameless and barely framed 

eyeglasses. Neglecting further pre-processing steps avoids potential data loss. 

  
(a) 2D Laplace filter(b)Gaus sianfilter 
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 3.3.2 Register left and right Eyeglasses 

So far the algorithm dealt with the left and right eyeframe independently. In order to check the correctness and 

to give a reliability of the detection, it is necessary to compare the left and the right Snake. Therefore a few 

preparation steps are essential. Normalising the face portrait results in a symmetric left and right eye (see [8]). 

It is uncertain that the left and right parts of the eyeglasses frame are always exactly symmetric to the y-axis. 

Thus, to compare the left and right Snake, the left and right framepart need to be registered (see Figure 3.14a). 

This process takes a small patch of the whole image that contains the eyeglasses only. To find a correct 

registration, the parameters of the three degrees of freedom of the rigid transformation have to be determined. 

Due to the normalisation of the face images the translation in y direction can be neglected, which reduces the 

three degress of freedom to two (rotation φ and translation x). 

Figure 3.12 shows three examples with different free parameters, where the right eye part is subtracted from the 

left eye area. 

Under the assumption that the previous eye normalisation worked well and the eyeglasses are aligned to the 

horizontal and vertical axis of the face, our experiments showed that the range of translation and rotation goes 

from -10 pixels to 10 pixels and -2.5 to 2.5 degrees, respectively. 

This registration uses a 2-dimensional cost function. The cost function contains weighted features of the patch, 

which can be easily calculated using the following image features: 

 intensity value P(x,y) 

 edge map (Sobel operator) Q(x,y) 

 gradient direction G(x,y) 

Figure 3.13 presents results from this cost function with all possible combinations of transformation and rotation 

in the predefined ranges. 

The lowermost value of the cost-function yields the best registration results. We find the minimum by an 

exhaustive search over the translation and rotation range with a discretisation of the cost function in steps of 0.5 

degree and 1 pixel. 

 

 

 

(a) rot = -2.5, trans = -8 px (b) rot = 1.0, trans = 6 px 

 (c) rot = 1.5, trans = 0 px (d) rot = 1.0, trans = -4 px 

 
Figure 3.12: Registration process with different free parameters. 

 
 

Figure 3.13: Visualisation of the registration cost function. The minimum shows the optimal alignment. 

 
Figure 3.14: Registration of the eyeglasses area. 

 

The algorithm adapts the face image and Snakes, according to the rotation and translation values, to compare the 

left with the right Snake (see Figure 3.14). 
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 3.3.3 Dijkstra Algorithm for Eyebrows Area 

The area near the eyebrows proves itself to be tricky. Often the eye frame ’disappears’ in the eyebrows, the 

eyebrows cross the frame etc (see Figure 3.15, 3.16). For that reason a Snake based approach sometimes has 

problems to find the correct edge at the upper frame of the eyeglasses. Whether the curve part retrieved by the 

Dijkstra algorithm is used or rejected is decided in Section 3.3.4. 

 

It is not only here, in image analysis there are often situations, when automatic techniques fail or don’t provide 

adequate results. Therefore graph-theoretic approaches for edge detection were already done by Falcao et al. [5] 

with their ’LiveWire and Live Lane’ segmentation paradigms and Mortensen et al. [16] with the Intelligent 

Scissors concept. 

That’s why in this area the Snake is supported by a shortest-path-algorithm to find a correct solution. A graph G 

= (V,W) with the edge weights W ∈R+ and v ∈V is given. The nodes v represent the image pixels and the edge 

weights W are derived from the underlying image and a cost function. Solving the shortest-path problem is 

 

 
Figure 3.16: Face image where eyeglasses frame overlaps eyebrows (example 2). Image taken from Feret Faces 

database [18]. 

 

equivalent to finding the path that minimizes the cost function. 

This can be done by the Dijkstra algorithm (see [2]), which needs an edge-based ’graph’ with non negative 

values. With a given start s ∈V and defined end point e ∈V the algorithm finds the shortest path w,v1..n,e in G, 

where n ∈N and v ∈V . The ’shortest’ path features the smallest resulting sum of weighted edges. 

In the previous previous we showed the registration of the left and the right part of the eyeglasses. The 

computed graph for the Dijkstra algorithm is a combination of the left and right part of the eyeglasses. 

 

 3.3.3.1 Edge-weighted Graph 

The algorithm uses a 2-dimensional image to construct the edge-weighted graph. Every pixel in this image 

represents a node in the graph and every node has 8 neighbors. That means that the graph edges are simply the 

connections between a pixel and its 8 neighbors. 

The shortest path should ideally represent the edge of the eyeglasses. That is why the used features are gradient 

features, to strengthen the edge properties of the image. 

The algorithm uses the following features for the cost function 

 intensity value at pixel p, fI(p) 

 zero-crossing at pixel p, fZ(p) 

 gradient value at pixel p, fG(p) 

 gradient direction at pixel p and q, fD(p,q) 

The cost function l(p,q) can be computed like this 

 l(p,q) = wIfI(p) + wZfZ(p) + wGfG(p) + wDfD(p,q) (3.5) 

As can be seen, the cost function l(p,q) consists of two basic elements. The intensity, zero-crossing and gradient 

value can be computed independently, while the gradient direction needs the information of the ’neighbors’. 
The weights of the cost function here are derived empirical (wI= 0.05,wZ= 

0.15,wG = 0.8,wD = 0.2). 

 3.3.3.2 Dijkstra Algorithm:The Dijkstra algorithm takes a graph with nodes and connections between 

nodes.Based on astarting point it computes the shortest path to the end node. 
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Listing 3.1: Calculate the shortest path to each node. 

When the Dijkstra algorithm is finished, it is straight forward to find the path from the end point to the start 

point. 

 3.3.3.3 Dijkstra algorithm in the Eyebrows Area 

Figure 3.17 shows the result of the Snake method. The left Snake is too big and includes the eyebrows area. 

 

Figure 3.17: Face image with detected Snake (red). Image is taken from the Feret Face database [18]. 

Therefore the Dijkstra shortest path algorithm is computed for this special frame piece. This part of the frame is 

fixed and marked with two vertical bars in figure 3.17. As starting and end point of the Dijkstra method the 

Snake points at the vertical bars are chosen. 

 3.3.3.4 Results 

The image (Figure 3.18) below shows the qualitative results of the Dijkstra algorithm. In Section 3.3.4, where 

the postprocessing step is described, a comparison of the left and right Snake and the Dijkstra curve is 

performed. Thereby a detailed analysis of the found curves is done and the best solution regarding the symmetry 

of the left and right eyeglasses is determined. 

 

 
Figure 3.18: Face image with detected Snake (red) and computed Dijkstra curve (blue). Image is taken from the 

Feret Face database [18]. 

 3.3.4 ’Merge’ the left-eye and right-eye Snake with Dijkstra curve 

Transforming the two Snakes into polar coordinates allows comparing and analyzing the face image. This step 

requires two different transformations, one for the left and right eye each. Each transformation moves the center 

of the coordinate system to the left/right eye center and translates all points from the image within a radius of 

100 pixels into the new coordinate system. 

 

 
 

a. Original image with eye centers. 
Figure 3.19: Transformation of the left and right eye areas. 

Figures 3.19b and 3.19c show that the Snakes are not a ’circle’ anymore. The new curves are located in a 

transformed ’eye-image’ of the size 629x100 pixels. A detailed analysis separates the curves into four parts - 

horizontal part of the frame at the top, horizontal part at the bottom, vertical parts on the left and right side of the 

eyeglasses frame (see Figure 3.20). 

 

 
 
Figure 3.20: Transformed eyeglasses parts - nosepiece, upper and lower frame, earpiece. 

First it is checked if the curves are in a ’restricted area’. Due to all kind of eyeglasses having a similar form, 

there are a few parts in the transformed image, where the eyeglasses can not be located (see Figure 3.21). 
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To compare the parts of the Snake and the Dijkstra curve, a cost function l(x,y) is set-up, which is derived from 

the transformed ’eye-images’. The cost function consists of several weighted features, which are determined 

empirically. 

 intensity value fI(x,y) 

 zero-crossing fZ(x,y) 

 gradient value fG(x,y) 

The cost function l(x,y) provides a ’reliability’ value for a chosen curve and can be computed like this 

 l(x,y) = wI∗fI(x,y) + wZ∗fZ(x,y) + wG∗fG(x,y) (3.6) 

The following comparison is done for every eyeglasses part (as in Figure 3.20). First the left and right Snake 

parts are subtracted and the variance and maximum error distance are determined. If the variance is lower than 

4.0 pixel and the maximum distance error is 5.0 pixel, the average of the two curves is computed. If not, the cost 

function for the two curves is calculated and a ’realiability’ value is retrieved. The curve part with the higher 

’reliability’ is chosen. 

In the upper frame area, where the eyebrows area is situated, the two Snake parts are compared additionally with 

the found Dijkstra curve, which is computed in Section 3.3.3. If all of the three curves are not similar - see 

above -, the one with the highest ’reliability’ is taken. The cost function applied on the whole curve describes 

the correctness probability of the localisation. 

The final result is one single curve, which is valid for the left as well as for the right eyeglasses part (see Figure 

3.22). The curve may not be continuous at the linking points, wherefore the area around the linking points is 

replaced with the median. Furthermore if the curve is a little bit noisy, a smoothing filter is applied. The final 

curve represents the eyeglasses localisation for the left and right half. 

 

 
Figure 3.22: ’Merged’ Snakes and Dijkstra curves. 

 

 3.3.5 Frame Extraction 

The last part of the whole segmentation process is the exact detection of the eyeglasses frame, which normally 

has an inner and outer border (except frameless eyeglasses). An eyeglasses frame is a complex part, which is not 

easy to detect. Especially the ear- and nosepiece of the eyeglasses have completely different appearances and no 

underlying basic structure. As a consequence these parts cannot always be detected exactly and properly. 

The algorithm uses the two transformed presentations of the eye areas to get the exact eyeglasses frame. The 

used a-priori knowledges are that the found curve (see Section 3.3.4) is located on the eyeglasses frame and that 

the frame thickness is almost steady. 

A further step removes peaks in the upper and lower curve and determines if the two found frame edges 

correspond to each other. The resulting curves should be smooth curves without peaks. 

As a result of the two frame edges the average frame distance for the upper and lower frame part can be derived 

(see Figure 3.20). The final step transforms the inner and outer edge back into the original space (see Figure 

3.24). 

 

 
Figure 3.24: Final segmentation of eyeglasses frame. 
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Experiments and Results 

In this section we are going to describe the evaluation setup experiments we performed using our developed 

algorithms. 

 4.1 Eyeglasses Present Classification 

 4.1.1 Training Step 

In the training phase 1200 eyeglasses patches (600 with eyeglasses and 600 without eyeglasses) are used to 

compute the classifier (see Figures 3.5 and 3.6). The patches have a size of 240x120 pixels and are derived from 

normalised face portrait images (see Figure 4.1). The training step yields to 157 weak classifiers, which combine 

to one strong classifier. Some examples for the determined sub-windows are shown in Figure 

 

 
Figure 4.1: Eyeglasses patches for the Eyeglasses Present Classification. 

 

 
Figure 4.2: Weak classifiers samples. 

 

4.1.2 Classification Step 

For the evaluation of the ’Glasses Present Classification’ algorithm four different databases of annotated face 

images are used. The first database contains 1607 images, the second one has 1576 normalised images, the third 

one 412 and the last one 1333 face images. The data sets were provided by Siemens and from different sources. 

During the evalution process, each image returns a parameter, which gives the probability of the decision 

whether the patch contains eyeglasses or not. It’s range is from 0 to 100. 

 

a. Compliant scores.   
 

 
 
b. Non-compliant scores. 

 

 

b. FAR/FRR distribution. (d) ROC curve. 
Figure 4.3: Evalutions on database 1 (1607 images). 
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Compliant scores. 

 
a. Non-compliant scores. 

 

 

b. FAR/FRR distribution. (d) ROC curve. 
 

 
4.2 Eyeglasses Segmentation 

The evaluation on eyeglasses segmentation is divided into two sections. In 4.2.1 several examples of a 

segmentation are shown and in 4.2.2 a comparison with manually annotated eyeglasses is done. 

4.2.1 Examples for Eyeglasses Segmentation 

The following pictures are examples, how a good and how a wrong segmentation of the eyeglasses can look 

like. Figure 4.7, 4.8, 4.10, 4.11, 4.12 and 4.13 show typical face images with ’normal’ eyeglasses, where the 

segmentation worked well. Figures 4.9 and 4.14 contain correct detected eyeglasses where the lower frame is 

nearly invisible. Figures 4.10 and 4.12 show face images out of the Feret database, which have a darker skin 

color, but the eyeglasses can be segmented correctly. In Figure 4.15 the algorithmus detected that the eyeglasses 

are frameless (red line), whereas the eyeglasses in Example 13 could not be detected correctly. 

 

Figure : Eyeglasses segmentation example 1. 
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Figure : Eyeglasses segmentation example 4. Image is taken from the Feret Faces database 

 

Figure 4.12: Eyeglasses segmentation example 6 and 7. Images are taken from the Feret Faces database. 

 

 

 

4.2.2 Comparison with manually annotated Eyeglasses 

The evaluation on the eyeglasses segmentation is a complex task, because the manual eyeglasses segmentation 

takes time and is not always trivial. Often not even a human being can detect the eyeglasses frame correctly. For 

this evaluation 100 face images were used, where the eyeglasses were annotated manually. 

To calculate the correctness of the segmentation the eyeglasses are divided into eight parts - four for the left 

frame, four for the right frame. 

 

 
Figure 4.17: Eyeglasses area. 

 

For the first evaluation we have four curves - the inner and outer frame edge for the left and right part. In each 

area we compute the mean error of the distance between the detected curve and the manually segmented one. 

The computed curve is subtracted from the manually annotated one, which means that positive values represent 

a ’too small’ segmentation, whereas negative distance values yield to a ’too big’ detection. In the Figures 4.19, 

4.21, 4.23 and 4.25 the histograms of the absolute error distances are shown, whereas in 4.20, 4.22, 4.24 and 

4.26 the histograms of the error distances are presented. 

 

 
Figure 4.18: Comparison of the deteted curve (red) and manually annotated one (blue). 
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(a) Outer-left curve. (b) Inner-left curve. 

 

Figure 4.19: Absolute error distance histogramms for area 1. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.20: Error distance histogramms for area 1. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.21: Absolute error distance histogramms for area 2. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.22: Error distance histogramms for area 2. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

 
Figure 4.23: Absolute error distance histogramms for area 3. 
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(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.24: Error distance histogramms for area 3. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.25: Absolute error distance histogramms for area 4. 

 

 

(a) Outer-left curve. (b) Inner-left curve. 

Figure 4.26: Error distance histogramms for area 4. 

4.3 Eyeglasses Parameter 

4.3.1 Evaluations 

In this part two parameters of the eyeglasses are analysed - first the thickness of the frame (see Figure 4.28) and 

second the distance between eye center and upper/lower frame (see Figure 4.27). For evaluation 150 annotated 

images are used, where the eye-frame distance and the frame width are annotated manually. 

 
Figure 4.27: Distances between eye center and frame. 

 
Figure 4.28: Thickness of the eyeglasses frame. 

 

Only images are used, where the eyeglasses are detected correctly. Malfunction detections are discarded, 

because in this step the precision of the frame thickness and frame distance is the main goal. The calculated 

values are compared with the manually retrieved values. The difference values are then drawn in an histogram 

plot in the Figures 4.29, 4.32 and 4.35. In 4.30, 4.33 and 4.36 the percentual errors are shown, which are 

computed as follows (Formula 4.1). 

  % (4.1) 
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4.3. Eyeglasses Parameter 

 

 

 

 

(a) Upper thickness.(b) Lower thickness. 

 

Figure 4.29: Thickness error. 

 

 

(a) Upper thickness.(b) Lower thickness. 

Figure 4.30: Relative thickness error. 

 

 

(a) Thickness error(b) Relative thickness error. 

Figure 4.31: Combined thickness error. 

 

 

(a) Upper distance for left eye.(b) Upper distance for right eye. 

 

Figure 4.32: Upper distance error. 

 

and eye-center to frame distance) were evaluated and the results are listed based on the manually annotated 

examples. 

 

Conclusion 

 

In this thesis we presented a system, which detects the presence, locates the position and determines several 

parameters of eyeglasses in face portrait images. As basis we used three different databases from Siemens, 

Caltech ([1]) and Feret ([18]). The databases contain standardised facial images with a size of 640x480 pixels, 

where all images are normalised with respect to the position of the eyes. 
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In the first step an eyeglasses detector method was developed. This algorithm is based on the ’Viola Jones face 

detector’, which uses an ’AdaBoosting’ classifier. For our purposes the classifier was trained with 500 facial 

images with and without eyeglasses. The retrieved classifier’s performance on each of the databases has an error 

rate (EER) of maximum 3.0 % and a mean error rate of 1.9 % with 5000 unknown tested images. The requested 

performance of 99 % is not quite achieved. To increase the performance further, we suggest to train the 

classifier with more different databases, which offer a wider variety of different types (skin color, eye-region 

characteristics, etc.) .The second and main part is the localisation of the eyeglasses. The primary localisation is 

based on a Snake, which is initialised with an ellipse located around the position of the eyes. So far it is not 

possible to ’scan’ the whole face image for the eyeglasses and find the initialisation position automatically. 
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