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ABSTRACT: Nowadays, a large number of new online businesses emerge rapidly. Although user data are extremely 
sparse in the e-commerce site, abundant knowledge in the more developed review site can be utilized to help Missing 
Item prediction and its recommendation based on users approach. Predicting the missing items form dataset is 
indefinite area of research in Web Data Mining. Current approaches use association rule mining techniques which are 
applied to only small item sets. Numbers of mechanisms were intended for frequent item sets but less attention has 
been paid that take the advantage of these frequent item sets for prediction purpose. In order to reduce the rule mining 
cost for large dataset & to provide online prediction efficiently, the proposed approach use novel method for predicting 
the missing items. The proposed approach extends advantages of prediction at a higher level of abstraction and reduced 
rule generation complexity by finding out a technique that will work on dissimilar approach. 
 
KEYWORDS: Predicting the missing items in ecommerce, Missing Item Recommendation, Item recommendation in 
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I. INTRODUCTION 
 

With the popularity of network, E-commerce has gained fast development and accumulated a huge number of 
faithful online users all over the world [1]. Through E-commerce, users can browse, compare and select the product 
items that they like in a more convenient manner, which brings great facility to the Ecommerce users [2]. Today, many 
E-commerce companies (e.g., Amazon, eBay, Bestbuy) have provided various product items to their massive online 
users. 

In proposed work, I wanted to make the next logical step by allowing any item to be treated as a class label—its 
value is to be predicted based on the presence or absence of other items. Put another way, knowing a subset of the 
shopping cart’s contents, I want to “guess” (predict) the rest. Suppose the shopping cart of a customer at the checkout 
counter contains bread, butter, milk, cheese, and pudding. Could someone who met the same customer when the cart 
contained only bread, butter, and milk, have predicted that the person would add cheese and pudding? Implicitly or 
explicitly, this task stood at the cradle of this field; now that many practical obstacles (e.g., computational costs) have 
been reduced, I want to return to it.  

In general, the traditional Collaborative Filtering (i.e., CF) based recommendation approaches can work very well, 
when the target user has one or more similar friends (i.e., user-based CF), or the target user’s purchased and preferred 
product items own one or more similar product items. Different from the traditional CF-based recommendation 
approaches where I look for “similar friends” or “similar product items” directly,  I first look for the target user’s 
dissimilar “enemy” (i.e., antonym of “friend”), and furthermore, I look for the “possible friends” of E-commerce target 
user, according to “enemy’s enemy is a friend”  afterwards, the product items preferred by the target user’s “possible 
friends” are regarded as the recommendation candidates for target user;  likewise, for the product items preferred by 
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target user, I first determine their “possibly similar product items” based on “enemy’s enemy is a friend” rule of 
Structural Balance Theory, and regard them as the recommendation candidates for target user. 

 The Ecommerce recommendation problem is formalized  and afterwards, the proposed work motivation is 
demonstrated. A recommendation approach over big rating data in E-commerce, is put forward. A set of experiments 
are designed and deployed in later section for validating  feasibility in terms of recommendation accuracy, recall and 
efficiency. In Last Section, I summarize the whole proposed work and suggest the possible research directions in the 
future.. 

II. EXISTING SYSTEMS 

 
Existing approaches in this area use item set trees and fast algorithms. These approaches employ association rule 

mining techniques. The first approach uses Item set Trees  to establish the association rules between the items. The 
uncertainty in the occurrence is measured using Bayesian techniques and Dempster’s-Shafer theory. In this method the 
authors generate all high support and high confidence rules using item set trees. Then consequents of all these rules are 
combined to give an estimated completion of shopping cart. This technique proves to appear better than the traditional 
techniques in association rule mining. However the disadvantage of this approach is that the rule generation complexity 
increases greatly with the increase of the average length of the transaction and with the number of distinct items. Yet 
another method to predict missing items uses Boolean vector and the relational AND operation to discover frequent 
item sets [3] [6] without generating candidate items directly generate the association rules. Association rules are used to 
recognize the correlation among a set of items in database. At beginning, Boolean Matrix is generated by transforming 
the database into 

Boolean values (either 0’s or 1’s). The frequent item sets are generated from the Boolean matrix. The association 
rules generated from the frequent item set for prediction. The next item set i.e the content of incoming shopping cart 
will also be represented by a Boolean vector and “AND” operation is performed with each transaction vector to 
generate the association rules. Lastly the rules are combined by Dempster’s rule of combination to get the predictions. 
The advantages of this technique are that it doesn’t generate candidate item sets, it uses only a single pass over the 
database, the memory consumption is low and the processing speed is more as compared to the previous technique. The 
disadvantage of this approach is that the use of a Boolean matrix cannot handle huge amount of data. This disadvantage 
restricts the use of this technique in online applications where huge amount of data is generated. The major drawback 
of the above mentioned technique is the rule generation complexity. Generating rules from a huge amount of data 
involves a lot of high memory and time complexity. In DS – ARM technique the rule generation complexity increases 
by huge amount as the average transaction length increases and in the technique using fast algorithms though the rule 
generation complexity is lower the data structures used are not capable of handling huge amounts of data. In addition to 
these techniques another proposed work  discusses a graph based approach towards association rule mining. This 
proposed work suggests an algorithm called Combo Matrix algorithm which predicts missing items using associative 
classification mining. The data structure used to store a graph is an adjacency matrix with a slight modification wherein 
the diagonal elements contain the list of vertices the adjacent to the given vertex. The advantages of this approach are 
reduced rule generation complexity however; the data structure used and the algorithm proposed do not perform well 
for large data sets since an adjacency matrix is used thereby having space complexity of O|V2| where V is the number 
of vertices and equal to the number of items present in the database. The method proposed in this proposed work aims 
at reducing the rule generation complexity by classifying the items and then constructing a graph from it and using the 
graph for prediction purpose. 

III. ANALYSIS OF  PROBLEM 
 

Two major problems complicate the task: first, how to identify the relevant rules in a computationally efficient 
manner; second, how to combine (and quantify) the evidence of conflicting rules.  

Furthermore, I need to be aware of the circumstance that the presence of an item might suggest the absence of 
other items. For example, if the shopping cart contains chips, cookies, cashews, the customer may not buy nuts. I was 
therefore interested in rules such as (chips;cookies;cashews):nut, where nuts means that no nuts will be added to the 
cart. Classical association mining usually ignores this aspect, perhaps because negated items tend to increase 
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significantly the total number of rules to be considered; another reason can be that rules with mutually contradicting 
consequents are not so easy to combine. With all these issues in mind, I narrow down the space of association rules by 
the following guidelines: 
1.  For a given item set s, rule antecedents should be subsumed by s.  
2. The rule consequent is limited to any single “unseen” item (presence or absence of the unseen item). In essence, this 
proposed work addresses the following tasks: Given a transaction with the item set s  I, find the set of matching rules 
(entailed by the training data set) that are of the form ) ij;j¼ 1;n, such that  s and ij = 2 s, and exceed the user-supplied 
minimum support, s, and minimum confidence, c, thresholds. Then, devise a method to combine the matching rules that 
have mutually contradicting consequents and reach a decision on which other items would be added to the transaction 

IV. PROPOSED WORK AND OBJECTIVE 

 
1. The Objective is to recommend item depending upon the requested category. 
2. Secondly, I  have included a advanced parameter that creates the group of user who dislike the same product.And If 
any user of this product purchase a product it p will be recommended to other user of this group only if they are 
searching / purchasing the product of same category. 
3. It guarantees to provide QoS to its user. 
4. It proposes to provide QoS to the similar user group. 
5. Also, the user will be group on the basis of the type product they purchased. 
6. It records all the activities so that if any user want to purchase a product of  a particular  category will get list of more 
prominent and related list of products. 

V. RESULT  
 

We  run some tests with users with no reviews at all. This simulates the scenario where the system is going to predict 
rating for a new user. From the results, we can see that the item similarity algorithm does not work as well for new 
users who do not have any dislike at all. The reason is that the calculation is closely related to the users previous 
dislikes.So when the user given review( disliked ) he will get few recommendation depending upon the his interest and 
when there’s no such information. However, the item recommendation for same category algorithm works better. 
That’s the advantage of this algorithm that it will work even when the user is a new user who has never made a review.  

VI. CONCLUSION 
 

The mechanism reported in this proposed work focuses on one of the tasks in association mining: based on incomplete 
information about the contents of a shopping cart, can I predict which other items the shopping cart contains? Our 
literature survey indicates that, while some of the recently published systems can be used to this end, their practical 
utility is constrained, for instance, by being limited to domains with very few distinct items. Bayesian classifier can be 
used too, but I was not aware of any systematic study of how it might operate under the diverse circumstances 
encountered in association mining.  
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