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ABSTRACT:  A noteworthy part of the present day economy, Indian Railways represents 7% of the GDP in may 
create nations. In India, most of the people are travelling by train in one city to another city. Indian railway is one of the 
world’s largest railway networks. Revenue of Indian railway is 165,068 crores. Train Delay Prediction System has used 
to find the delay of the train time. Train Delay is depending on the train movements and weather conditions like 
Temperature, Humidity, Wind, Rain and Solar Radiation. The Train follows the fixed schedule called Nominable 
Timetable. Nominable Timetable and an actual timetable has used to find the delay of the train duration. [1] In this 
paper using Big Data Analytics and Techniques are applying in the Train Delay Prediction System. The methods 
Shallow and Deep Extreme Learning Machines have used in this paper. 
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I. INTRODUCTION 
 
Data, which is available in abundance, can be streamlined for growth and expansion in technology as well as 

business. When data is analysed successfully, it can become the answer to one of the most important questions: how 
can business acquire more customers and gain business insight? The key to this problem lies in being able to source, 
link, understand, and analyse data. Analytical approaches are predictable analysis, Behavioural analysis and data 
interpretation. [2] Predictive Analysis is how a business can use the available data for predictable and real-time analysis 
across its difference domains. How can a business leverage complex data in order to create new models for driving 
business outcomes, decreasing business costs, driving innovation in business strategy, improving overall customer 
satisfaction, converting an audience to a customer. According to Atual Butte, Standford, “Hiding within those mounds 
of data is knowledge that would change the life of a patient or change the world. So the real power of Big Data lies in 
its analysis. [3] Processing studying, and implementing the conclusions derived from the analysis of big Data help you  
to collect accurate data, take timely and more informed strategic decisions, target the might right set of audience and 
customers, increase benefits, and reduce wastage and costs. The right analysis of the available data can improve major 
business in various ways. 

II. LITERATURE SURVEY 
 
In 2018, Indian population is 132 crore people. Comparative to the world, second in most of the trains operated by 

India. Every day at least 70 million people travel by train. British Government has started the train services in major 
parts of India. In British time, train runs depend on the coal. Trains useful to the people for travelling one city to 
another city. It fair is less. Total number of trains in India has 20 thousand trains and operated by Indian Railways. One 
of the major problems in Indian Railway Department is delay of train. The train delay prediction system has used in 
recent years ago [4]. Advantage of this prediction system has used to find the status of train. The train delay prediction 
system is useful to the Indian railways. Indian Railways covers many states overall India. This is the big achievement. 
Train Delay Prediction has used to evaluate the delay of train in hours or minutes [5]. Train Delay systems are handle 
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by the railway staff. Many rail information systems didn’t collect the old history from different information sources. 
The dependent of on the present running train information is vulnerable to incorrect prediction. Most of the people  
 
travelling by train. Many Scientists and Research Companies are working in railway and they are designing new 
technology are based on the line characteristics, train characteristics and overall statistics data. It is targeting at work 
out the amount of time required to complete a particular part of travel and run on it for predictions. Railway Traffic 
Management is developing in furtherance administration of the natural unpredictability of railway services. It is 
proving an incorporated and all-encompassing way of operational execution. Train Delay has depended on the train 
movements and weather conditions. Weather conditions have Temperature, Humidity, Wind, Rain and Solar Radiation. 
In India, most of the trains can’t run the current time [6]. It is one of the world’s largest networks. The purpose of this 
paper is finding the delay of train. Every year central government increases the budget for railways. The railways 
income plays a major role in India Economy. 

III. METHODS 
 

A. Extreme Learning Machines 
B. Shallow Extreme Learning Machines 
C. Deep Extreme Learning Machines 

 

A.  Extreme Learning Machines 
 
  Extreme learning machines are feed forward neural systems for characterization, relapse, grouping, scanty 
estimate, pressure and highlight learning with a solitary layer or various layers of shrouded hubs, where the parameters 
of concealed hubs (not only the weights interfacing contributions to shrouded hubs) require not be tuned. These 
concealed hubs can be arbitrarily allotted and never refreshed (i.e. they are arbitrary projection however with nonlinear 
changes), or can be acquired from their progenitors without being changed [7]. As a rule, the yield weights of shrouded 
hubs are generally learned in a solitary advance, which basically sums to taking in a direct model. The name "Extreme 
learning machine" (ELM) was given to such models by its primary innovator Guang-Bin Huang. As indicated by their 
makers, these models can create great speculation execution and learn a great many circumstances quicker than systems 
prepared utilizing back propagation. In writing, it likewise demonstrates that these models can beat super vector 
machines (SVM) and SVM gives problematic arrangements in both order and relapse applications. 
 
B. Shallow Extreme Learning Machines 
 

SELM were originally developed for the single hidden layer feed-forward neural networks. 
(ݔ)݂ = ∑ ௛(ݔ)௜݃݅ݓ

௜ୀଵ                          (1) 
Where ݃௜:ܴௗ → ܴ, i ∈ (1, … … . . , h) is the hidden layer is output corresponding to the input sample ݔ ∈ ܴௗ , and 
ܹ ∈ ܴ௛ is the output weight vector between the hidden layer and the output layer [8]. In this case, the input layer has d 
neurons and connects to the hidden layer through a set of weights ܹ ∈	R୦(଴,…ୢ) and a nonlinear activation function, 
ɸ:ܴ → ܴ. 
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                                             Fig. Shallow Extreme Learning Machines Structure 
 
 

D. Deep Extreme Learning Machines 
 

Due to its shallow architecture, feature learning using SELM may not be effective even with a larger number 
of hidden nodes. Since feature learning is often useful to improve the accuracy of the final model, multilayer 
solutions are usually needed [9]. In a multilayer learning architecture is developed using ELM based autoencoder as 
its building block, which results in a sort of “Deep”. The original inputs are decomposed into multiple hidden layers 
l, each one composed of ℎ௜∈{ଵ,..,௟) hidden neurons, and the outputs of the previous layer are used as the inputs of the 
current one. 
 
 

 
        
                   Fig. Deep Extreme learning Machines Structure 
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IV. ALGORITHMS 

ALGORITHM 1 SGD FOR SELM 

INPUT: ܦ௡, Λ, Τ ,݊௜௧௘௥ 

OUTPUT: W 

READ ܦ௡: 

COMPUTE A; 

W=0; 

FOR T     1 TO ݊௜௧௘௥  DO 

ܹ = ܹ−
ݎ
ݎ√

	
ܽ
ݓܽ 	[ห|ܹܣ− ଶ||ݕ + Λห|W||ଶ] 

RETURN (W,B); 

ALGORITHM 2: SGD FOR SELM ON SPARK (ࢊ ≥  (ࢎ

INPUT: ܦ௡, Λ, Τ ,݊௜௧௘௥ 

       OUTPUT: W 
 

COMPUTE A/ * COMPUTE THE PROJECTION  

W=0; 

FOR T    1 TO ݊௜௧௘௥  DO 

    														݃ =  (()ݐ݊݁݅݀ܽݎܩ)݌ܽ݉.(ݕ,ܣ)

       /* COMPUTE THE GRADIENT FOR EACH SAMPLE 

 .REDUCE(SUM()) 

      /* SUM ALL THE GRADIENTS OF EACH SAMPLE 

              ܹ = ݓ − ௥
√௥
݃; 

RETURN W; 

ALGORITHM 3: SGD FOR SELM ON SPARK(ࢊ ≤  (ࢎ

        INPUT: ܦ௡, Λ, Τ , ݊௜௧௘௥ 

OUTPUT: W 

READ ܦ௡; 

W=0; 
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FOR T     1TO ݊௜௧௘௥  DO 

                           ݃ = ௡ܦ  (()ݐ݊݁݅݀ܽݎܩ&ɸ)݌ܽ݉.

     / * COMPUTE BOTH THE PROJECTION ɸ AND THE GRADIENT 

       FOR EACH SAMPLE                                */ 

.REDUCE(SUM())                                 

       /* SUM ALL THE GRADIENTS OF EACH SAMPLE  */ 

  ܹ = ܹ − ௥
√௥
݃; 

RETURN W; 
                                                        

V. RESULTS 

                                                                  
                                                                    Fig. Entering the Train number  

                                                                      
                                                                             Fig. Delay of Train Time 
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VI. CONCLUSION AND FUTURE WORK 
 
In this paper is the Train Delay Prediction System Using Big Data Analytics. In India train delay is the major 

problem and Government of India can’t solve this problem. Train delay is depending on the train movements and 
weather conditions. Weather conditions like Temperature, Humidity, wind, Rain and Solar Radiation. The main 
purpose of this paper is finding delay of train time. We are using the Shallow Extreme Learning Machines and Deep 
Extreme Learning Machines. More often than not we hear about communal riots, strikes, railway vandalism and 
disasters that really affect the running schedule of the trains passing by concerned regions [10]. We have pointed it as 
X-factor because if this is included in the model it would make the application more useful and convincing. To add 
such a feature we would need to keep a parameter X which will initially be just null. We will do data crawling on some 
known news websites of the country and look for any news that relates with factors that might cause trains to get 
delayed. This would not be trivial but some existing procedures can be used [11]. If there are such news available 
related to a particular region we could set the parameter X for the region and the model will this knowledge to predict 
delay. 
 

 Widening the scope of Region/ Station: - Right now are having only considered trains which commences 
from Delhi or its vicinity. We would to increase the number of regions and concerned cities from which the 
trains depart. It is an essential extension to the model and it comes with inclusion of a lot more trains [12]. To 
add the functionality we would add a parameter for the train departing region. We might be able get some 
interesting correlations between the departing and ending region. 
 

 Using Railway Infrastructure: - It is very well known that number of track lanes differ a lot in different 
regions. Their number increases on busy routes and decreases on usually less-busy routes. We would like to  
 
Incorporate this information in our current model. We have made a valid assumption that the routes which has 
less track lanes, encounters a train delay then the other trains which are going through the route might get 
some drift [13]. In case of the routes which have s good number of track lanes available this assumption might 
not help but it will impact to a certain extent. 
 

 Let’s look at it from other side: - We can use the predicted/ real delays to tell the problems with the railways 
infrastructure which could be come out to be a good tool for the infrastructure engineers [14]. We can 
certainly find correlations between parameters and suggest them where do they need to take care or add 
something to the infrastructure.   
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