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ABSTRACT: Storage COMPRESSED sensing (CS) or compressive sampling is an emerging technique for acquiring 
and reconstructing a digital signal with potential benefits in many applications. The method of CS takes advantage of a 
signal’s sparseness in a particular domain to significantly reduce the number of samples needed to reconstruct the 
signal. and transmission limitations have made biomedical signal data compression an important feature for most 
biomedical computerized systems.  In this paper A Hybrid Approach presenting Based on DCT for Biomedical Signal 
(ECG) Compression using MATLAB software. The advantage that MATLAB offers is that it is widely available, 
continuously updated and has wider reach. In addition, when compressed biomedical signals (ECG) or data are 
delivered over a public channel such as the Internet, TV etc their privacy and security would also be an important issue. 
Electrocardiogram (ECG) signal is a very important measure to know the Heart actual conditions so that easily found 
deceases.  Various techniques have been proposed over the years for addressing the problem. We Show the fulfillment 
and feasibility of our system with respect to the comparison ratio efficiency. 
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I. INTRODUCTION 
 
Electrocardiogram (ECG) is the most performed electrophysiological test worldwide. The ECG signal is the 

electrical interpretation of the heart activity and is used to measure the rate, regularity of heartbeats, and the presence of 
any damage to the heart. The etymology of the word is derived from the Greek word electro, because it is related to the 
electrical activity; from kardio, Greek for heart; and graph, a Greek root meaning ‘to write’. All previous ECG records 
need to be stored, as one of the most important uses of the ECG data is in the comparison of records obtained over a 
long range period of time. However, memory requirement for this storage is huge. This makes the use of compression 
techniques a prerequisite. Compression generally takes place by detecting and eliminating redundancies in a given data 
set. The paper seeks to find a compression technique that achieves maximum reduction in the volume of data while 
preserving the significant features of the ECG waveform. Scheme of ECG data compression are grouped into two 
categories: time domain (direct) methods and transform methods (see [4], [5], [6]). In direct methods, the compression 
is performed directly on the ECG samples but in transform methods signal is transformed to another domain in which 
signal is sparsely represented. In this article a strategy based on an enhanced sparse representation in transform domain 
(for both complete and Over complete dictionaries) for ECG denoising and compression is studied which is based on a 
recently proposed approach [7] for image denoising and also a recently proposed two dimensional sparse 
decomposition algorithm [8]. An enhanced sparse representation can be achieved by grouping similar 1D segments of 
the input signal into 2D data arrays. We have used this approach with a 2D separable complete and over complete 
dictionary (DCT+Wavelet or over complete (DCT) for ECG denoising and compression. Note that to use the approach 
proposed in [8], separability of dictionary is an essential assumption. Our procedure includes three steps: 2D 
transformation using the dictionary (completes or over complete) 1, shrinkage of the transform domain coefficients, 
and inverse 2D transformation. Due to the similarity between segments in a 2D array, the 2D transform can achieve a 
highly sparse representation. Experimental results demonstrate that its performance is highly better than Wavelet based 
denoising proposed in [2] and also better than extended Kalman other filtering proposed in [3](for higher input SNRs) 

http://www.ijircce.com


    
                         
                        ISSN(Online): 2320-9801 
           ISSN (Print):  2320-9798    

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 3, March 2017 

Copyright to IJIRCCE                                                            DOI: 10.15680/IJIRCCE.2017. 0503332                                           5448      

  

but it does not achieve outstanding performance (compared to Wavelet) for ECG compression in terms of both SNR 
and sparsity.  
 
 

 
Fig 1: ECG signal specification 

 
      When constructing segments of the signals, we are immediately confronted with an important question on how such 
segments (time intervals) should be developed. Algorithmically, this boils down to the determination of the 
segmentation points of the signal. Fundamentally, we consider segments to be entities over which a signal exhibits a 
high level of homogeneity. More specifically, this notion may be quantified in terms of monotonicity of the signal 
reported within the bounds of the segments. Intuitively, we may envision that if a signal increases and then decreases 
within the same segment, its variability is high and we may suppose that the segmentation was not realized in an 
optimal manner and still could be improved. At this point, we have not specified the form of approximation done 
within each segment. In the simplest scenario, bearing in mind the monotonicity requirement satisfied within each 
segment, one can think of a linearization (linear approximation) of the signal occurring within the bounds of each 
segment. In other words, we envision that the segmentation results in a collection of local (as confined to the individual 
segments) linear models of signal compression. This is shown as a specific example; in general we can think of a series 
of polynomial approximation and in the same way we may refer to local quadratic approximations. 

II. PROPOSED METHOD 
Flow chart of proposed Method is following. 
 

 
 

Fig 2: Flow chart of proposed method 
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A. DCT-II 
      A discrete cosine transform (DCT) is finite sequence of data points in terms of a sum of cosine functions oscillating 
at different frequencies. DCTs are important to numerous applications in science and engineering, from lossy 
compression .Where small high-frequency components can be discarded, to spectral methods for the numerical solution 
of partial differential equations. The use of cosine rather than sine functions is critical for compression, since it turns 
out that fewer cosine functions are needed to approximate a typical signal. 
 DCT-II technique, which is very advance. When there is high correlation among the input samples, which is 
the case in many digital waveforms including speech, music, and biomedical signals.  This transform is exactly 
equivalent to a DFT of 4n real inputs of even symmetry where the even-indexed elements are zero. 

B. DCT-III 

Because it is the inverse of DCT-II (up to a scale factor, see below), this form is sometimes simply referred to as "the 
inverse DCT" ("IDCT").[2] 

Some authors further divide the x0 term by √2 (resulting in an overall x0/√2 term) and multiply the resulting matrix by 
an overall scale factor of (see above for the corresponding change in DCT-II), so that the DCT-II and DCT-
III are transposes of one another. This makes the DCT-III matrix orthogonal, but breaks the direct correspondence with 
a real-even DFT of half-shifted output. 

The DCT-III implies the boundary conditions: xn is even around n=0 and odd around n=N; Xk is even around k=-1/2 
and even around k=N-1/2. 

C. DCT- IV 

The modified discrete cosine transform (MDCT) is a lapped transform based on the type-IV discrete cosine 
transform (DCT-IV), with the additional property of being lapped: it is designed to be performed on consecutive 
blocks of a larger dataset, where subsequent blocks are overlapped so that the last half of one block coincides with the 
first half of the next block. In  DCT-IV, where the input is shifted by N/2 and two N-blocks of data are transformed at 
once. 

 
 

Fig 3: ECG signal after DCT compression. 
 

III.ECG SIMULATION AND FEATURES ANALYSIS 
 
A. The Heartbeat Interval Features 

Three heartbeat interval features for each single channel ECG recording relating to heartbeat intervals are calculated 
after heartbeat segmentation [12]. The time interval between the QRS onset and the QRS offset is known as QRS 
duration. The T-wave duration is defined as the time period between the QRS offset and the T-wave offset. The third 
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feature is the presence or absence of a P-wave which is indicated by a Boolean variable that means the Boolean 
variable ‘1’ implies the presence of P-wave and the variable ‘0’ shows the absence of P-wave. 
 
B. ECG Morphology Features 

Two types of ECG morphology features are taken for each heart beat Ten features from QRS complex and nine features 
from T wave morphology are chosen from the selected heart beat after finding the fiducially point [12]. A fixed sample 
rate is used for extracting the morphology feature and the sampling windows are located by after detecting the heartbeat 
fiducially point (FP).Two sampling windows were formed based on R-peak. The window between FP-50 ms and 100 
ms is considered which covers the contain of QRS-complex morphology as the portion of the ECG. A 60-Hz sampling 
rate is applied to the above window of the QRS-complex resulting in ten features. The second window approximately 
contains the T-wave morphology in between the time duration FP+150 ms and FP+500 ms. The ECG signal amplitude 
is sampled at 20 Hz in this window, resulting in nine features for T-wave morphology. Lower sampling rates is chosen 
for T-wave sampling windows as the frequency content of this wave is lower than the frequency content of the QRS-
complex. 
 
Simulation result 
The experimental results are found out after MATLAB simulation. The visualization results of ten QRS morphology 
features and nine T-wave morphology feature features of the #tape 100 in the MIT-BIH database the tabulation result 
shows the visualization result which indicates the total number of arrhythmias present in the MIT-BIH arrhythmia 
database. The result implies the pictorial representation of each beat types, one cardiac feature and the corresponding 
twenty six feature waveform. 
 

IV. RESULT AND SIMULATION 
 
      Simulation of ECG compression performed on MATLAB environment. Results show that DCT-III and DCT-IV 
domains are able to provide more SNR ratio. 
 

 

 
Fig.4 (a)DCT compression (b) Analysis 

 

 

http://www.ijircce.com


    
                         
                        ISSN(Online): 2320-9801 
           ISSN (Print):  2320-9798    

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 3, March 2017 

Copyright to IJIRCCE                                                            DOI: 10.15680/IJIRCCE.2017. 0503332                                           5451      

  

 
Fig.5 (a)FFT compression (b) Analysis   Fig.6(a)DST compression (b) Analysis 
 
 

 

 

 
Fig.7 (a)DCT-III compression (b) DCT-IV compression (c) Proposed Method 

 

 
Fig.8 Compression analysis 

 
TABLE 1 

COMPARISON OF COMPRESSION TECHNIQUES 
Method Compression 

Ratio 
PRD 

DCT 91.6800 0.8392 
FFT 89.5723 1.0237 
DST 70.4073 1.1967 
DCT-II 94.28 1.5729 
Proposed 
Method 

96.34 1.785 
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V. CONCLUSION 
       
Transform based techniques because of their high compression ability have gained popularity. In this paper the 
preprocessed signal is transformed to get the decorrelated coefficients. The thresholding or quantization of transformed 
coefficients gives the actual compression, which is lossy one. But it has good performance and low computational cost. 
Among the four techniques presented, DST provides lowest CR and distortion is also high. FFT improves CR and 
lowers PRD. So FFT is better choice than DST. Next is DCT which gives higher CR upto 91.68 with PRD as 0.8392. 
But DCT-II provides an improvement in terms of CR of 94.28 but PRD increases up to 1.5729. Thus an improvement 
of a discrete cosine transform (DCT)- based method for electrocardiogram (ECG) compression is presented as DCT-III 
and DCT-IV The appropriate use of a block based Hybrid associated to a uniform scalar dead zone quantiser and 
arithmetic coding show very good results, confirming that the proposed strategy exhibits competitive performances 
compared with the most popular compressors used for ECG compression. 
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