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ABSTRACT: In this article we have used the concept of texture analysis of the given currency denomination and also 

segmented the denomination for analysis purpose, the system with the different denomination patters like color, size 

and other parameters were used in processing of the images. In this system we have used trained the system with the 

best accuracy with 95.12% with the supervised learning, later we also tested with the new images that were not used in 

the training purpose, but the system showed with the accuracy of 98.57%. 
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Ⅰ. INTRODUCTION 

 

The project completely lies on digital image processing its starts from capturing images that is image acquisition, 

segmentation, number of functions can be performed. The extracting information from the digital image and processing 

it further for the specific application we say it as extent of digital image processing. Main goal of the project is to 

obtain the identified denomination of Indian currency. 

This section focuses on images in particular, and it deals with image manipulation using a digital computer. 

 

We perform feature extraction of the images based on the supervised learning we are training the images by using feed 

forward neural network. On the basis of results obtained after training images with stabilized network for test and 

validation of samples then we convert into index this specifies that the record belongs to specified group. based on the 

group it gives the denomination of currency. 

 

Ⅱ. RELATED WORK 
 

 Data used for model: 
 

The currency images used in the work for finding the denomination of Indian currency by using the ideas of artificial 

neural network by training the images after the feature extraction process. By using the stabilized network. The images 

were captured through digital camera around 370 images were collected for processing. 

 

Fig (1): Data samples 
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The images were obtained and resized with one value. They are converted to gray scale followed by edge detection. 

Followed by calculated the mean intensity of the RGB channels foe individual images. 

 

 
 

Fig (2): Mean intensity value for 500 Rs. 
 

In the above table R1 gives mean intensity of red channel, G1 gives the mean intensity of green channel and B1 gives 

the intensity of the blue channel. 

 

                                                                        Ⅲ. METHODOLOGY 
 

 

The methodology in this project includes three steps: 

 

 
 

Fig (3): Architecture 
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Step 1: The first and foremost thing is image acquisition that is collection of required images with fixed pixel value for 

good and efficient results. 

Step 2: Pre-processing where we are removing noise from the image and unwanted images like oily note are removed 

from the gathered images  

Step 3: Feature extraction is one of the important steps where we are extracting the features of currency. 

Step 4: After feature image acquisition and feature extraction the data is stored into the database and start making 

group of individual currency 

Step 5: once each currency is grouped next step is to train the data by using feed forward neural network.it is best way 

to get accurate results, by using stabilized network. 

Step 6: Simulate the network 

Step 7: After simulating network it identifies the group and search for the individual group and display. if it is 

identified it displays exact denomination of currency otherwise it displays misclassified denomination. 

 
Ⅳ. MODULES 

 
This project provides the access to many modules they are as follows: 

 
1.Load image: 
In this module we are loading the image from folder to check for denominations and display results. 

 

 

Fig (4): Module Load image 
 

 Here the image is loaded and displayed on user interface. 

2.Feature Extraction: 
once loading is finished the feature extraction takes for each individual images. 

 

 

Fig (5): Module Feature Extraction 
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 Here features of image is extracted. 

3.Identify: 
 once the currency finishes the extracting of feature next, we are training the image by passing it to stabilized 

net by using feed forward neural network. 

 

Fig (6): Module Identity 
 

 Here it displays denomination group number by identifying the groups of input images. 

 
4.Display Group: 

 Once all operation is finished based on group numbers corresponding denomination of currency is displayed. 

 

 

Fig (7): Display Group 
 

 Here displays denomination of Indian currency 
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Ⅴ. BENEFITS 
 
1.improvement of pictorial information for human interpretation that is whether the information we get from a certain 

image that is addressed into this point we always want the pictorial information improved for our interpretation. 

2.Processing of image data for storage, transmission and representation for autonomous machine perception. Here the 

task of storage of that particular information to reproduce it takes on or to transmit that information from one place to 

another place and representation onto the display of the modern computer or machines. 

3.There are fields like computer vision which use computer to emulate human vision including learning and being able 

to make inference and take action based on visual inputs. thus is a branch of whose objective being to emulate human 

intelligence. Hence the area of image analysis is in between image processing and computer vision. 

 

Ⅵ. RESULTS 
 
The results obtained are denomination of Indian currency with 95.12% of accuracy after training the images and 

remaining are misclassified. 

 

 
 

Fig (9): percentage of identified from known data set 
 
According to the training image results, we used approximately 369 samples for training, 351 of which were correctly 

identified, and we achieved 95.12 percent accuracy in the training state. 

The statistical way for examining the results by using GLCM feature extraction, there are many GLCM features where 

we used four glcmfeatures for this approach they are: 

 

1.Contrast:  
 it measures the spatial frequency of an image and difference moment of GLCM. 

 It is difference between the highest and lowest values of a contagious set of pixels. 

2.corellation: 
 Over the entire image, this function returns a measure of how correlated a pixel is to its neighbor. 

3.Energy: 
 It is also called as uniformity. 

 This measures the textual uniformity that is pixel pair repetitions. 

 It detects the disorder in texture and measures the local variation present in image. 

4.Homogenity: 
 Homogeneity is also called as inverse difference movement.it measures image homogeneity as it assumes 

larger values for smaller grey tone difference in pair elements. 
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 It is more sensitive to the presence of near diagonal elements in the GLCM. 

 It has maximum value when all elements in the image are same. 

 

 
 

Fig (10): Example to show features extraction 
 

 
Fig (11): Example to show features extraction 

 
The figure 11 shows the result of the samples that were used to the system for testing purpose, the system performed 

well. 

 

Ⅶ. CONCLUSION 
 
Thearticle presented for denomination of Indian currency identification. The system showed the better and stabled 

result, the Gary level Co-occurrence features revealed the best result obtained, using artificial neural network, we 

arrived with the 95.12 percent of accuracy from the known dataset that are being used for identification of the Indian 

currency and later we used the stabilised network to test the network to perform for our surprise the system performed 

with 98.57precent accuracy from an unknown data sets. 
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