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ABSTRACT: Under the scheme the proposed approach provide summary using HMM by forming the K-Mean 

clustering with meaningful words and relationship using TF-IDF giving more information related to document. This 

will provide better summary as compared to existing algorithms. The proposed approach we have built is a cluster-

based summarization system with the knowledge coming from the clustering. The knowledge is composed of not only 

in recognizing important phrases in the document, but also in recognizing the relationships and the relationship types 

that exist between them. This extracted knowledge is represented in the form of a hierarchical. Even without the 

summary, just looking at the nodes and relationships in the thematic graph gives us a rough idea about what the 

document is taking about. A summary however gives us the actual details. This method makes a lot of sense. 

Improvements and further experimentation would most definitely make the existing system more reliable than it is 

now. The proposed approach can be extended with automatic generation of summarized data based on aspect oriented 

model which will give more efficient result in document summarization and will increase pre-processing speed and 

accuracy.  
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I. INTRODUCTION 

 

Information retrieval (IR) systems provide users with a vast amount of reference material. Along with this 

tremendous access comes the challenge of effectively presenting a user with relevant information in response to a 

query. When using an IR engine to search through electronic resources, simple queries often return too many 

documents and many are not relevant to the intended search. For instance, there are several million documents on the 

World Wide Web pertaining to “Michael Jordan.” Most of these concern the basketball star, so it is difficult to find 

information about the television personality, the jazz musician, the mathematician, or the many others who share that 

name. It would be useful to have a system that could overcome this limitation. One approach is to cluster the 

documents after retrieval and present a synopsis of each cluster so that a user can choose clusters of interest. This is the 

motivation for our Query, Cluster, Summarize system, which performs the following tasks in response to a query:  

retrieves relevant documents, separates the retrieved documents into clusters by topic, and  creates a summary for each 

cluster. Our implementation of the Query, Cluster, Summarize system partitions the code into portable modules, 

making it easy to experiment with different methods for handling the three main tasks listed above. In our current 

implementation of the Query, Cluster, Summarize system, we use existing software libraries for each task. Throughout 

this paper, we discuss our choices for each of the modules used, but note that it is possible to exchange individual 

modules with other existing methods. Previous work on using a combination of clustering and summarization to 

improve IR is summarized. However existing IR systems employing this combination, Query, Cluster, Summarize 

system most resembles the NewsInEssence system [25] in that both systems can produce multi document summaries 

from document sets clustered by topic. However, NewsInEssence is designed for IR from HTML-linked document sets 

while Query, Cluster, Summarize  system has been designed for IR from generic document sets. Another system that 

leverages clustering and summarization for information organization similarly to Query, Cluster, Summarize is the 
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Columbia Newsblaster system [21]. Newsblaster, like NewsInEssence, is a web-based system which crawls news 

websites and then clusters and summarizes the news stories, but it does not currently accept queries. Recently, 9 the 

value of summarization to users in IR has been demonstrated in [20], where a study showed increases in user recall of 

retrieved information when clustering and summarization were included in the output of the IR system based on HMM, 

TF-IDF and K-Means Clustering. 

II. LITERATURE REVIEW 

 

R. Baeza-Yates, C. Hurtado, and M. Mendoza [6] suggests that, the search engine gives the list of related results. 

These results are based on the previously searched queries or such technique can be used to tune or redirect the user. In 

this method the clustering algorithm is used. The clustering is done on the basis of previously fired queries. It clusters 

the semantically similar queries. It does not only give the clustered data but it also ranks the suggested list of result. 

The ranking is done on the basis of two conditions, 1. Similarity of queries to the input query 2. Observation that 

measures the attention of the user attracted towards the result of the query. The combination of both these conditions 

measures the user interests. In the given algorithm, query session is considered for giving the result. The query session 

also considers the rank of clicked URL. The relevance ranking is measured by using two components similarity of 

query and support of query. 

 

Harshada P. Bhambure, MandarMokashi[9] discuses that user search goals for a query by clustering feedback 

sessions. For that, we use a concept of pseudo document, which is the revised version of feedback session. At the end, 

we cluster these pseudo-documents to infer user search goals and represent them with some keywords. Since the 

evaluation of clustering is also an important problem, we used evaluation criterion classified average precision (CAP) 

to evaluate the performance of the restructured web search results. The clustering is done by bisecting k means where 

in the existing system it is done by k means clustering. The new algorithm increases the efficiency of result. After the 

segmented result formation, the result in the every segment is reorganized as per number of clicks of URLs. The link 

which is clicked more number of times will appear at first location in the segment. This reduces the time requirement 

for searching. 

 

DasariAmarendra, KavetiKiranKumar[10] suggest that user's information needs due to the use of short queries with 

uncertain terms. thus to get the best results it is necessary to capture different user search goals. These user goals are 

nothing but information on different aspects of a query that different users want to obtain. The judgment and analysis of 

user search goals can be improved by the relevant result obtained from search engine and user's feedback. Here, 

feedback sessions are used to discover different user search goals based on series of both clicked and unclicked URL's. 

The pseudo-documents are generated to better represent feedback sessions which can reflect the information need of 

user. With this the original search results are restructured and to evaluate the performance of restructured search results, 

classified average precision (CAP) is used. This evaluation is used as feedback to select the optimal user search goals. 

 

BhaveshPandya, CharmiChaniyara, DarshanSanghavi, KrutarthMajithia[11] suggest that ambiguous query, 

different users may have different search goals when they submit it to a search engine. The inference and analysis of 

user search goals can be very useful in improving search engine relevance and user experience. In this propose a novel 

approach to infer user search goals by analysing search engine query logs a framework to discover different user search 

goals for a query by clustering the proposed feedback sessions. Feedback sessions are constructed from user click 

through logs and can efficiently reflect the information needs of users a novel approach to generate pseudo-documents 

to better represent the feedback sessions for clustering. Classified Average Precision (CAP) to evaluate the 

performance of inferring user search goals. Experimental results are presented using user click through logs from a 

commercial search engine to validate the effectiveness.   

 

III. PROPOSED WORK & PSEUDO CODE 

 

To achieve the desired results proposed in scheme the following steps are as under:- 

 

Step 1: Forming K-Means Clustering 

1. Begin with n clusters, each containing one object and we will number the clusters 1 through n. 
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2. Compute the between-cluster distance D(r, s) as the between-object distance of the two objects in r and s 

respectively, r, s =1, 2, ..., n. Let the square matrix D = (D(r, s)). If the objects are represented by quantitative 

vectors we can use Euclidean distance. 

3. Next, find the most similar pair of clusters r and s, such that the distance, D(r, s), is minimum among all the 

pairwise distances. 

4. Merge r and s to a new cluster t and compute the between-cluster distance D(t, k) for any existing cluster         

k ≠ r, s . Once the distances are obtained, delete the rows and columns corresponding to the old cluster r and s 

in the D matrix, because r and s do not exist anymore. Then add a new row and column in D corresponding to 

cluster t. 

5. Repeat Step 3 a total of n − 1 times until there is only one cluster left. 

 

Inputs : Data: X := (x1, x2, . . . , x`) ⊂ IR
n
 , Number of classes: k 

Initialization: Choose random centers c1 . . . , ck 

Solution: for i = 1, . . . , k do 

   Ci = {x ∈  X|i = arg min1≤ j≤k || cj − xk 2} 

       for i = 1, . . . , k do 

   ci = arg minz∈Rn P x∈Ci k ||z – x|| k 2 
 

Step 2: Frequency Generation using TF-IDF 

 

1. TF(t) = (Number of times term t appears in a document) / (Total number of terms in the document) 

2. IDF(t) = log_e(Total number of documents / Number of documents with term t in it). 

3. Value = TF * IDF 

 

Step 3: HMM Integration 

1.  for i = 1 to m do {Initialization}  

2.  γ0(i) = πj  

3.  δ0(i) = 0  

4.  Pi = new node  

5.  Pi .i = 0  

6.  Pi .j = i  

7.  L.Push(Pi)  

8.  end for  

9.  for j = 1 to n do  

10.  for i = 1 to m do  

11 . γj (i) = maxm k=1 γj−1(k)tk(i)ei(Xj )  

12.  δj (i) = arg maxm k=1 γj−1(k)tk(i)ei(Xj )  

13.  Ni = new node {Add new leaf nodes}  

14.  Ni .i = j  

15.  Ni .j = i  

16.  Ni .parent = Pδj (i)  

17.  L.P ush(Ni)  

18.  end for  

19.  Compress(L)  

20.  if L.root changed then  

21.  Partial output(Trace-back(δ, (L.root).i, (L.root).j)) 

22.  P = N  

23.  end if  

24.  end for  

25. sn = arg maxm k=1 γn(k)  

26. Partial output(Trace-back(δ, n, sn)) {Trace back the last part}  

27:  return 
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IV. SIMULATION RESULTS 

 

For experiment  in the scheme 100 XML documents and 10 queries are raised. The experiment was done using c# 

programming language and  NUnit standard package.. To store intermediate and final result Microsoft sql-server is 

used. Performance Measurement Parameter: In this scheme, two performance parameters are defined to  evaluate the 

proposed approach. These two performance parameters are listed as follows. (Precision): It is the fraction of retrieved 

documents that are relevant.  

Precession=#relevant_items_retrieved /#retrieved_items 

Recall(R) is the fraction of relevant documents that are retrieved 

Recall=relevant_items_retrieved /relevant_items 

All the stages of the proposed model has been implemented and executed by taking 10 queries and on 200 no of 

documents. TABLE I contains comparison result. The result shows that precision and recall value of the proposed 

work is increased. This means proposed model is more efficient to retrieve the relevant documents: 

 

Model Precession Recall 

K-Means Clustering 0.44222 0.434534 

TF-IDF 0.34788 0.486777 

HMM 0.24435 0.543444 

TABLE 1  

Graphical Comparison of Result 

The graph 1 shows scheme proposed model works in as under with respective results gained using precession recall: 

 

 
 

Graph 1: Bar Chart depicting the precession and recall threshold on KMC, TF-IDF & HMM 

V. CONCLUSION AND FUTURE WORK 

 

Taxonomically one can distinguish among the following types of summaries: Extractive/non-extractive, 

generic/query-based, single-document/multi-document, and monolingual/multilingual/cross lingual. Most existing 

summarizers work in an extractive fashion, selecting portions of the input documents (e.g. sentences) that are believed 

to be more salient. Non-extractive summarization includes dynamic reformulation of the extracted content, involving a 

deeper understanding of the input text, and is therefore limited to small domains. Query-based summaries are produced 

in reference to a user query (e.g. summarize a document about an international summit focusing only on the issues 

related to the environment) while generic summaries attempt to identify salient information in text without the context 

of a query which cannot be dealt with. Consequently the query based summarization is best into its aspects  as to  be 

dealt with K-Means, TF-IDF and HMM for accurate and effective summarization results. However, for the future work 
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the same can be implemented using hadoop or parallel computing with fully automated scenarios with better 

performance on the part of the time and speed using map-reduce and pre-processing step can be omitted as such. 
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