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ABSTRACT: Yield prediction is very popular among farmers these days, which particularly contributes to the proper 
selection of crops for sowing. This makes the problem of predicting the yielding of crops an interesting challenge. 
Earlier yield prediction was performed by considering the farmer's experience on a particular field and crop. This work 
presents a system, which uses data mining techniques in order to predict the category of the analyzed soil datasets. The 
category, thus predicted will indicate the yielding of crops. The problem of predicting the crop yield is formalized as a 
classification rule, where Naive Bayes and K-Nearest Neighbor methods are used. 
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I. INTRODUCTION 
Crop forecasting or prediction is the art of predicting crop yields and production before the harvest actually takes 

place, typically a couple of months in advance. Crop forecasting relies on computer programs that describe the plant-
environment interactions in quantitative terms.  The soil testing program starts with the collection of a soil sample from a 
field. The first basic principle of soil testing is that a field can be sampled in such a way that chemical analysis of the soil 
sample will accurately reflect the field’s true nutrient status. The purpose of soil testing in high-yield farming is to determine 
the relative ability of a soil to supply crop nutrients during a particular growing season, to determine the needs, and for 
diagnosing problems such as excessive salinity or alkalinity. Soil testing is also used to guide nutrient management decisions 
related to manure and sludge application with the objective of maximizing economic/agronomic benefits while minimizing 
the potential for negative impacts on water quality. Data Mining is a process of extracting hidden information from a database 
and transform it into an understandable structure for further use. It is the computational process of discovering patterns in 
large data sets involving methods at the intersection of artificial intelligence, machine learning, statistics, and database 
systems. The ultimate goal of data mining is prediction - and predictive data mining is the most common type of data mining 
and one that has the most direct business applications [1].Throughout the years, many algorithms were created to extract 
knowledge from large sets of data. There are several different methodologies to approach this problem: classification, 
association rule, clustering, etc. Here we will focus on classification methodology. Classification techniques are designed for 
classifying unknown samples using information provided by a set of classified samples. 

……………………………….. . 

 
 

Figure 1: Data Mining Process 
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This set is usually referred to as a training set, because, in general, it is used to train the classification technique how to 
perform its classification. The classification task can be seen as a supervised technique where each instance belongs to 
a class, which is indicated by the value of a special goal attribute or simply the class attributes. Classification routines 
with data mining use a variety of algorithms and the particular algorithm used can affect the way records are classified. 
This work talks about Naive Bayes [5] classifier assumes that the presence (or absence) of a particular feature of a class 
is unrelated to the presence (or absence) of any other feature. Depending on the precise nature of the probability model, 
Naive Bayes classifiers can be trained very efficiently in a supervised learning setting. Despite of its naive design and 
most likely conspicuous assumptions, Naive Bayes work much better in many complex real world situations. 
 

II. LITERATURE SURVEY 
 

From the research article , the researcher express that large amount of data which is collected and stored for 
analysis. Making appropriate use of these data often leads to considerable gains in efficiency and therefore economic 
advantages.  

There are several applications of Data Mining techniques in the field of agriculture. The researchers 
implemented K-Means algorithm to forecast the pollution in the atmosphere, the K Nearest Neighbour is applied  for 
simulating daily precipitations and other weather variables and different possible changes of the weather scenarios are 
analyzed using Support Vector Machines. Soil profile descriptions were proposed  by the researcher for classifying 
soils in combination with GPS based technologies. They were applied K-Means approach for the soil classification. In 
a similar approach, crop classifications using hyper spectral data was carried out by adopting one of the data mining 
approach i.e. Support Vector Machines.  

One of the researcher used  an intensified fuzzy cluster analysis for classifying plants, soil and residue regions 
of interest from GPS based color images. In the agricultural science, clustering techniques are found in grading apples 
before marketing. Weeds were detected on precision agriculture. The researchers worked  on rainfall variability 
analysis and its impact on crop productivity. The effect of observed seasonal climatic conditions such as rainfall and 
temperature variability on crop yield prediction was considered through an empirical crop model. Furthermore, there 
are two approaches to investigate the impact of climate change on crop production which include the crop suitability 
approach and the production function approach. 
 

III. METHODOLOGY 

In this work the experiments are performed using Rapid Miner 5.3. Two important and well known 
classification algorithms K-Nearest Neighbor (KNN) and Naive Bayes (NB) are applied to the soil dataset which is 
taken from the soil testing laboratory Jabalpur, M.P. There accuracy is obtained by evaluating the datasets. Each 
algorithm has been run over the training dataset and their performance in terms of accuracy is evaluated along with the 
prediction done in the testing dataset. RapidMiner 5.3 is a software platform developed by the company of the same 
name that provides an integrated environment for machine learning, data mining, text mining, predictive analytics and 
business analytics. It is one of the world’s most popular and most used open source data mining solutions. RapidMiner 
has a comfortable user interface, where in a process view analyses are configured. It uses a modular concept, where 
respective operators are used in the analysis process. These operators have input and output ports through which the 
operators can communicate with the other operators in order to receive input data or pass the data and generated models 
over to the following operator. In this way, the entire analysis process creates a data flow. K-Nearest Neighbor [10] 
makes predictions based on the outcome of the K neighbors closest to that point. Therefore, to make predictions with 
KNN, we need to define a metric for measuring the distance between the query point and cases from the examples 
sample. One of the most popular choices to measure this distance is known as Euclidean (1). 

 
Where x and p are the query point and a case of the examples sample, respectively. Since KNN predictions are based on 
the intuitive assumption that objects close in distance are potentially similar, it makes good sense to discriminate 
between the K nearest neighbors when making predictions. Let the closest points among the K nearest neighbors have 
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more say in affecting the outcome of the query point. This can be achieved by introducing a set of weights W (2), one 
for each nearest neighbor, defined by the relative closeness of each neighbor with respect to the query point. 

 
Where D(x, pi ) is the distance between the query point x and the ith case pi of the example sample. The weights 
defined in this manner above will satisfy : 

 
Thus, for classification problems, the maximum of y is taken for each class variables, as shown: 

 
Naive Bayes [10] classifiers can handle an arbitrary number of independent variables, whether continuous or 
categorical. Given a set of variables, X = {x1, x2, x3..., xd}, we want to construct the posterior probability for the event 
Cj among a set of possible outcomes C = {c1, c2, c3..., cd}. In a more familiar language, X is the predictors and C is 
the set of categorical levels present in the dependent variable. Using Bayes' rule: 

 
Where p(Cj | x1, x2, x3..., xd) is the posterior probability of class membership, i.e., the probability that X belongs to Cj. 
Since Naive Bayes assumes that the conditional probabilities of the independent variables are statistically independent 
we can decompose the likelihood of a product of terms: 

 
And rewrite the posterior as: 

 
Using Bayes' rule above, we label a new case X with a class level Cj that achieves the highest posterior probability. 
 

IV. SYSTEM ARCHITECTURE 
System Architecture is the conceptual design that defines the structure/behavior of a system. It defines the system 

components or building blocks and provides a plan which includes production and system development, that will work 
together to implement the overall system. The overall system architecture of our project along with interactions between 
system components is as shown in figure(2). Crop prediction is the art of predicting crop yields and production before the 
harvest actually takes place. Earlier yield prediction was performed by considering the farmer’s experience on a particular 
field and crop. This work presents a system, which uses data mining techniques in order to predict the category of the 
analyzed soil datasets. The predicted category will indicate the yielding of crops. Crop forecasting or prediction is the art of 
predicting crop yields and production before the harvest actually takes place, typically a couple of months in advance.  
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Figure (2): System Architecture. 
 
Crop forecasting relies on computer programs that describe the plant-environment interactions in quantitative terms.  
The soil testing program starts with the collection of a soil sample from a field. The first basic principle of soil testing 
is that a field can be sampled in such a way that chemical analysis of the soil sample will accurately reflect the field’s 
true nutrient status. The purpose of soil testing in high-yield farming is to determine the relative ability of a soil to 
supply crop nutrients during a particular growing season, to determine the needs, and for diagnosing problems such as 
excessive salinity. This work presents a system, which uses data mining techniques in order to predict the category of 
the analyzed soil datasets. The category, thus predicted will indicate the yielding of crops. The problem of predicting 
the crop yield is formalized as a classification rule, where Naive Bayes and K-Nearest Neighbor methods are used. 
 

V. SYSTEM DESIGN 

The purpose of the design phase is to plan a solution of the problem specified by the requirements document. 
This phase is the first step in moving from the problem domain to the solution domain. In other words, starting with 
what is needed; design takes us toward how to satisfy the needs. The design of a system is perhaps the most critical 
factor affecting the quality of the software; it has a major impact on the later phases particularly testing and 
maintenance.  
The design activity often results in three separate outputs – 
• Architecture design. 
• High level design. 
• Detailed design 
 
Architecture Design: 
 Architecture focuses on looking at a system as a combination of many different components, and how they 
interact with each other to produce the desired result. The focus is on identifying components or subsystems and how 
they connect. In other words, the focus is on what major components are needed. 
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High Level Design: 
 In high level design identifies the modules that should be built for developing the system and the 
specifications of these modules. At the end of system design all major data structures, file format, output formats, etc., 
are also fixed. The focus is on identifying the modules. In other words, the attention is on what modules are needed. 
 
Detailed Design: 
 In the detailed design the internal logic of each of the modules is specified. The focus is on designing the logic 
for each of the modules. In other words how modules can be implemented in software is the issue. A design 
methodology is a systematic approach to creating a design by application of a set of techniques and guidelines. Most 
methodologies focus on high level design. 
 

VI. EXPERIMENTS AND RESULTS 
 

The Experiments are performed on the real world data obtained from the Soil Testing Laboratory in Jabalpur, 
Madhya Pradesh. Datasets considered in this work have sufficient amount of readings of nutrients and micronutrients 
taken from different lands of Jabalpur area. The dataset used in this experiment consists of 100 instances with 12 
attributes. The tuples of dataset thus define the availability of nutrients and micronutrients in soil. Availability of these 
nutrients and micronutrients can be divided into different categories which can be used to decide its effects on the 
yielding capability of crops. The details of these categories are summarized in Table1. According to the soil science 
department of JNKVV Jabalpur soils falling under medium (M) category shows a good yielding capability. Soils of 
high (H) and very high category shows moderate yielding while the soils under low (L) and very low category shows 
poor yielding capability. A Training dataset is used in this experiment which an additional attribute along with all 12 
attributes has called category (pre-defined by the laboratory). Category defines the quality of the particular soil with 
respect to the readings of nutrients and micronutrients of that soil. 
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VII. CONCLUSION AND FUTURE ENHANCEMENT 
 

Conclusion: The system “crop prediction using data mining technology” is developed and tested successfully and 
satisfies all the requirement of the client. The goals that have been achieved by the developed system are: 
• Simplified and reduced the manual work. 
• Large volumes of data can be stored. 
• It provides Smooth workflow. 
 
Future Enhancements: We can add device to get values directly from soil testing lab to server. We can add   module 
if any queries is there, the staff can directly interact with the administrator very easily. 
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