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ABSTRACT:  Several anonymization techniques, such as generalization and bucketization, have been designed for 
privacy preserving micro data publishing. Maximizing data usage and minimizing privacy risk are two conflicting 
goals. Organizations always apply a set of transformations on their data before releasing it. While determining the best 
set of transformations has been the focus of extensive work in the database community, most of this work suffered from 
one or both of the following major problems: scalability and privacy guarantee. Differential Privacy provides a 
theoretical formulation for privacy that ensures that the system essentially behaves the same way regardless of whether 
any individual is included in the database. In this paper, both scalability and privacy risk of data anonymization are 
addressed. A scalable algorithm is proposed that meets differential privacy when applying a specific random sampling.    
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I. INTRODUCTION 
 

  The  data mining task is the automatic or semi-automatic analysis of large quantities of data to extract 
previously unknown interesting patterns such as groups of data records (cluster analysis), unusual records (anomaly 
detection) and dependencies (association rule mining). This usually involves using database techniques such as spatial 
indices. These patterns can then be seen as a kind of summary of the input data, and may be used in further analysis or, 
for example, in machine learning and predictive analytics. For example, the data mining step might identify multiple 
groups in the data, which can then be used to obtain more accurate prediction results by a decision support system. 
Neither the data collection, data preparation, nor result interpretation and reporting are part of the data mining step, but 
do belong to the overall KDD process as additional steps. 
 
The related terms data dredging, data fishing, and data snooping refer to the use of data mining methods to sample parts 
of a larger population data set that are (or may be) too small for reliable statistical inferences to be made about the 
validity of any patterns discovered. These methods can, however, be used in creating new hypotheses to test against the 
larger data populations. 
 
Data mining uses information from past data to analyze the outcome of a particular problem or situation that may arise. 
Data mining works to analyze data stored in data warehouses that are used to store that data that is being analyzed. That 
particular data may come from all parts of business, from the production to the management. Managers also use data 
mining to decide upon marketing strategies for their product. They can use data to compare and contrast among 
competitors. Data mining interprets its data into real time analysis that can be used to increase sales, promote new 
product, or delete product that is not value-added to the company.  Data mining offers great potential benefits for GIS-
based applied decision-making. Recently, the task of integrating these two technologies has become of critical 
importance, especially as various public and private sector organizations possessing huge databases with thematic and 
geographically referenced data begin to realize the huge potential of the information contained therein. 
 

II. RELATED WORK 
 

In [1] authors  view the k-anonymization problem from the perspective of inference attacks over all possible 
combinations of attributes. It shows that when the data contains a large number of attributes which may be considered 
quasi-identifiers, it becomes difficult to anonymize the data without an unacceptably high amount of information loss. 
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This is because an exponential number of combinations of dimensions can be used to make precise inference attacks, 
even when individual attributes are partially specified within a range. Authors provide an analysis of the effect of 
dimensionality on k-anonymity methods. It concludes that when a data set contains a large number of attributes which 
are open to inference attacks, we are faced with a choice of either completely suppressing most of the data or losing the 
desired level of anonymity. Thus, this paper shows that the curse of high dimensionality also applies to the problem of 
privacy preserving data mining. [2]  Author presents an efficient algorithm that generates all significant association 
rules between items in the database. The algorithm incorporates buffer management and novel estimation and pruning 
techniques. Author also presents results of applying this algorithm to sales data obtained from a large retailing 
company, which shows the effectiveness of the algorithm.  It uses pruning techniques to avoid measuring certain 
itemsets, while guaranteeing completeness. These are the itemsets that the algorithm can prove will not turn out to be 
large. There is two such pruning techniques. The first one, called the remaining tuple optimization", uses the current 
scan position and some counts to prune itemsets as soon as they are generated. This technique also establishes, while a 
pass is in progress, that some of the itemsets being measured will eventually turn out to be large and prunes them out. 
The other technique, called the pruning function optimization", synthesizes pruning functions in a pass to use them in 
the next pass.  
In [3] authors proposes and evaluates an optimization algorithm for the powerful de-identification procedure known as 
-anonymization. A -anonymized dataset has the property that each record is indistinguishable from at least others. Even 
simple restrictions of optimized -anonymity are NP-hard, leading to significant computational challenges. Authors 
present a new approach to exploring the space of possible anonymizations that tames the combinatorics of the problem, 
and develop data management strategies to reduce reliance on expensive operations such as sorting. Through 
experiments on real census data, it shows the resulting algorithm can find optimal -anonymizations under two 
representative cost measures and a wide range of. It also shows that the algorithm can produce good anonymizations in 
circumstances where the input data or input parameters preclude finding an optimal solution in reasonable time. 
Finally, this uses the algorithm to explore the effects of different coding approaches and problem variations on 
anonymization quality and performance.  
 
In [4] authors initiate a systematic study of algorithms for discrete optimization problems in the frame-work of 
differential privacy . Authors show that many such problems indeed have good approximation algorithms that preserve 
differential privacy; this is even in cases where it is impossible to preserve cryptographic definitions of privacy while 
computing any non-trivial approximation to even the value of an optimal solution, let alone the entire solution. [5] 
Authors explore preserving the anonymity by the use of generalizations and suppressions on the potentially identifying 
portions of the data. Satisfying  privacy  constraints is considered in conjunction with the usage for the data being 
disseminated. This allows us to optimize the process of preserving privacy for the specified usage. In particular, it 
investigates the privacy transformation in the context of data mining applications like building classification and 
regression models. This work improves on previous approaches by allowing more flexible generalizations for the data. 
Lastly, this is combined with a more thorough exploration of the solution space using the genetic algorithm framework. 
These extensions allow transforming the data so that they are more useful for their intended purpose while satisfying 
the privacy constraints.  
 
In [6]  authors start to bridge this gap. It first analyzes k-anonymization methods and show how they fail to provide 
sufficient protection against re-identification, which it was designed to protect. Authors then prove that,  k- 
anonymization  methods, when done  safely, and when preceded with a random sampling step, can satisfy differential 
privacy with reasonable parameters. This result is  the first to link k-anonymity with differential privacy and illustrates 
that “hiding in a crowd of k” indeed offers privacy guarantees. This naturally leads to future research in designing 
“safe” and practical k-anonymization methods. It observes that this result gives an alternative approach to output 
perturbation for satisfying differential privacy: namely, adding a random sampling step in the beginning and pruning 
results that are too sensitive to changing a single tuple. This approach may be applicable to settings other than micro 
data publishing. It also shows that adding a random-sampling step can greatly amplify the level of privacy guarantee 
provided by a differentially-private algorithm.       
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III. PROPOSED ALGORITHM 
 

A. Description of the  Proposed Algorithm: 
A scalable algorithm is proposed that meets differential privacy when applying a specific random sampling. The 
contribution of the paper is two-fold: 1) we propose a personalized anonymization technique based on an aggregate 
formulation and prove that it can be implemented in polynomial time; and 2) we show that combining the proposed 
aggregate formulation with specific sampling gives an anonymization algorithm that satisfies differential privacy. Our 
results rely heavily on exploring the super modularity properties of the risk function, which allow us to employ 
techniques from convex optimization.  
It shows the mechanism which initially samples each record with probability 1 − ∈β. Then for  each sampled record a  
D, it outputs an element from  the generalization a+ ∩ Lt(D) according to the exponential  distribution (5) defined by 
the utility. Note that the sampling  is necessary, or otherwise the outputs on two  databases with different sizes will be 
different with probability 
The threshold frequency t is chosen at random; otherwise, differential privacy cannot be guaranteed to hold since an 
element can be frequent in in D but not in D−a. Clearly, the output of the algorithm satisfies   
(C1). (or (C1_) for the threshold version). We show that it satisfies approximately (C2) and (in some cases) (C3) (or) 
(C3_) for the threshold version).  

IV. PSEUDO CODE 
 
 Send probe packet u to neighbors and receive the ack packet. 
 
Algorithm 1 A(D, β,  θ0) 
 
Input  : a database D ⊆ L, a number ∈β  (0, 1), an accuracy ∈, and a constant θ0  (0, 1) 
Output : a subset G ⊆ L satisfying (C1)    
 
Step 1 :  let q = +ln β  3η(k)(1−β) 
Step 2 :  let t = θ|D| where θ is chosen randomly in (θ0, 1) 
Step 3 : find the sublattice Lt(D) ⊆ L of t-frequent elements 
Step 4 : sample a set Is ⊆ ∈ D such that Pr [a  Is] = 1−β for all  a ∈ D (independently)  for all a ∈ Is do 
Step 5 : sample x ∈ a+ ∩ Lt(D) with prob. Q _ f a (x); (or sample x ∈ ∈ a+∩{g  Lta (D):u(g) ≥ c} with prob.   Q _ ra 
(x) in    case of the threshold version) 
Step 6 : set ga = x 
Step 7 : return the (multiset) {⊥ ∪ ∈}  {ga: a  Is} 
Step 8  : End.     
 

V. IMPLEMENTATION   RESULTS 
 

A differential privacy preserving algorithm is proposed for data disclosure. The algorithm provides personalized 
transformation on individual data items based on the risk tolerance of the person to whom the data pertains. It first 
considers the problem of obtaining such a transformation for each record individually without taking the differential 
privacy constraint into consideration. The goal is to publish an anonymized view of the integrated data such that a data 
recipient including the data providers will not be able to compromise the privacy of the individual records provided by 
other parties. Each provider has additional data knowledge of their own records. 
 
The  proposed  algorithm  is  implemented  and  the  resulted  output  for  viewing  the  group  member  details  is  
shown  in  Figure 1 . 
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Figure 1 :  Viewing  Group  member  details 

 

 
 

Figure 2 :  Assigning  key  to  each  request 
 
Based  on  the  proposed  algorithm ,  a  key  is  assigned  to  each  request  which  is  shown  in  Figure 2. 
 

VI.  CONCLUSION AND FUTURE WORK 
 

                  In  this  paper  both scalability and privacy risk is  addressed  when identifying the optimal set of 
transformations which, when carried out on a given table, generate a resulting table that satisfies a set of optimality 
constraints. Since the problem is NP-hard, we suggested several methods to deal this hardness by utilizing the super 
modularity properties of the risk function. In particular, an approximation algorithm that computes a nearly optimal 
solution when the risk threshold is low enough. A scalable Algorithm is proposed that meets differential privacy (with 
acceptable probability) by applying a specific random sampling. The limitation of the exponential mechanism with 
respect to the theoretically proved bound on the expected utility . In  future  we  can modify the mechanism such that 
better utility bounds can be obtained. 
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