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ABSTRACT: The standard of customer ratings on merchandise, which we call a reputation, is one of the key factors 
in online purchasing decisions. There is, however, no guarantee of the trust- worthiness of a reputation since it can be 
manipulated rather easily. In this paper, we define false reputation as the problem of a reputation being manipulated 
by unfair ratings and design a general framework that provides trustworthy reputations. For this purpose, we propose 
TRUE-REPUTATION, an algorithm that iteratively adjusts a reputation based on the confidence of customer ratings. 
We also show the effectiveness of TRUE-REPUTATION through extensive experiments in comparisons to state-of-
the-art approaches.  
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I.  INTRODUCTION 
 

The trustworthiness of a standing can be achieved when a large number of buyers take part in ratings with 
truthfulness [10], [13], [15], [25]. If some users intentionally give unfair ratings to a product, especially when few 
users have participated, the standing of the product could easily be manipulated. In this paper, we define false 
reputation as the problem of a reputation being manipulated by unfair ratings. In the case of a newly-launched product, 
for example, a company may hire people in the early stages of promotion to provide high ratings for the product. In this 
case, a false reputation adversely affects the decision making of potential buyers of the product.  

In this paper, we describe the scenario in which a false reputation occurs and propose a general framework that 
resolves a false reputation. The most common way to aggregate ratings is to use the average which may result in false 
reputation
While using online shopping channels, consumers share their purchasing experiences regarding both goods and
services with other potential buyers via evaluation. The most  common way for consumers to express their level of 
satisfaction with their purchases is through online ratings. The overall buyers' -satisfaction is quantified as the aggregated 
score of all ratings and is available to all potential buyers. In this paper, we call this aggregated score for a product its 
reputation. The reputation of a item for consumption plays a significant role as a guide for potential buyers and 
significantly influence consumers final purchasing decisions [7], [9], [17], [21].  

 
"Is the Product's Reputation Trustworthy?" Reputation is the score of a product obtained through collective 

intelligence, i.e., the result of collaboration between many individuals. For example, a group of abusers may inflate or 
deflate the overall rating of a targeted product. The existing strategies [2], [4], [11], [20], [29], [33] avoid a false 
reputation by detecting and eliminating abusers. However, abusers can- not always be detected, and it is promising that 
normal users may be regarded as abusers. Consequently, existing approach can exclude the ratings of normal users or 
allow the ratings of abusers to be included in the calculation of a reputation.  

The proposed support, on the other hand, uses all ratings. It evaluates the level of trustworthiness (confidence) of each 
rating and adjusts the reputation based on the confidence of ratings. We have developed an algorithm that iteratively 
adjusts a character based on the confidence of customer ratings. By adjusting a reputation based on the confidence 
scores of all ratings, the proposed algorithm calculates the reputation with- out the risk of omitting ratings by normal 
users while reducing the influence of unfair ratings by abusers. We call this algorithm, which solves the false reputation 
problem by computing the true reputation, TRUE-REPUTATION.  
The computation of a trustworthy standing starts by measuring the confidence of a rating. We have surveyed previous 
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social science studies to facilitate analyze the characteristics of reliable online information and  adopted three key 
characteristics that are suitable for determining the confidence of a rating [6], [23]. According to previous research, the 
reliability of online information increases when an information producer has no bias, maintains an objective point of 
view (objectivity) and has a consistent viewpoint (consistency). In addition, the reliability of information increases 
when an information producer actively interacts with users who have obtained information through him (activity).  

 

 
 

To determine the confidence of a rating, therefore, we have adopted three key factors of activity, objectivity, and 
consistency and defined these factors in the context of online ratings. First, the user who rates more items displays a 
higher level of activity. The above description of activity implies that the activity is defined by the amount of 
communications between an information producer and the users obtain his information. There exist, however, no 
relations between users in an online rating system; instead, there are actions by users on products. Therefore, we 
measure user activity in an online rating system based on the amount of actions by the user on products (i.e., the 
number of products he rates). In Fig. 1, the user on the left shows a higher level of activity than the user on the right 
because the number of ratings by the user on the left is greater than that by the user on the right. 

Second, a rating is considered more objective if it is closer to the public's valuation (i.e., a reputation). The 
objectivity of a rating is defined as the deviation of the rating from the general reputation of the item. The more similar 
are the rating and the reputation, the higher is the objectivity of a rating; the more dissimilar they are, the lower the 
objectivity of a rating. Additionally, a user whose ratings exhibit higher objectivities should also have a higher level of 
user objectivity. The user objectivity is measured by the normalized average of the objectivities of the ratings 
submitted by that user. In Fig. 2, the user on the left whose ratings are similar to the reputations of the items exhibits 
higher objectivity than the user on the right whose ratings are quite different from the standing of the items.  

Third, we define the user consistency as how consistent the user is in rating products; in other words, how 
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consistently he keeps his objectivities of ratings. In Fig. 3, the user on the left has rated with consistency. The user on 
the right, on the other hand, was consisting until she rated the last item. That is, the user on the left has higher 
consistency in his ratings compared to the user on the right. An abnormal rating that deviates from the user's consistency 
is penalizing by assigning a low compromise score when computing the confidence of the rating.  

The objectivity of a rating is calculated based on the variation of the "rating" from the "reputation" of the product. The 
difficulty in computing a standing lies in the fact that the reputation itself is the sum of the ratings adjusted by the 
confidence, and the confidence of an individual rating is computed using the objectivity of the rating, which uses the 
standing in its computation. In other words, the standing and the confidence of a rating interact with each other in 
mutual support. We propose TRUE-REPUTATION, an iterative method, to compute these measures.  

Fig. 4 shows the general process of TRUE-REPUTATION with a mini-example dataset containing nine users (u1-
u9) and three items (m1-m3). An edge represents the rating given by a user to an item. Initially, the reputation of each 
item (denoted by the black star) is the average of all user ratings. At each iteration, TRUE-REPUTATION computes the 
confidence of each rating based on the user activity (denoted by the white diamond), the user objectivity (denoted by 
the black circle), and the rating consensus score (denoted by the black square). Then, TRUE-REPUTATION adjusts the 
reputation of each item based on the confidence of the ratings. TRUE-REPUTATION performs these two steps 
(computing the confidence of ratings and adjusting the reputation of items) iteratively until all standing come together 
to a stable state. 

The proposed frame work does not require clustering or classification, both of which necessitate considerable 
learning time. Though TRUE-REPUTATION does not require any learning steps when solving a false reputation, 
extensive experiments show that TRUE-REPUTATION provides more trustworthy reputations than do algorithms 
based on clustering or classification.  

The contributions of this paper are as follows. First, we have defined false reputation and categorized various real-
life scenarios in which a false reputation can occur. The categorization of the false-reputation scenarios helps us design 
untried scenarios similar to real-life situations. Second, we have proposed a general framework to address a false 
reputation by quantify the level of confidence of a rating. The framework includes TRUE-REPUTATION, an algorithm 
that iteratively adjusts the reputation based on the confidence of customer ratings. Third, we have verified the 
superiority of TRUE-REPUTATION by comparing it with machine-learning- based algorithms through extensive 
experiments. 
 

II. RELATED WORK 
 

Numerous studies have been conduct to improve the trust worthiness of online shopping malls by detecting abusers 
who have participated in the rating system for the sole purpose of manipulating the information provided to potential 
buyers (e.g., reputations of sellers and recommended items). Especially in the fields of multi agent and recommendation 
systems, various strategies have been proposed to handle abusers who attack the vulnerability of the system.  

Multi agent systems compute and publish the reputation scores of sellers based on a collection of buyer opinions 
(which can be viewed as ratings). Strategy for improving the robustness of multi agent systems can be classified into 
two categories. The first group of strategies is based on the principle of majority rule. Considering the collection of 
majority opinions (more than half the opinions) as fair, this group of strategies excludes the collection of minority 
opinions, viewed as biased, when calculating the reputation [2], [24], [29]. The second group of strategies computes the 
reputation score of the  seller based on the ratings of a target buyer and the ratings  
of a selected group of users whose rating patterns are very similar to that of the target buyer [18], [22], [28], [31], [32]. 
This group of strategies considers the ratings of the buyers whose rating patterns are different from that of the target 
buyer as biased and excludes these ratings when calculating the reputation.  

Our framework for online rating systems and the existing strategies in multi agent systems serve the same purpose in 
that they are trying to address unfair ratings by abusers. It should be noted that the "seller" is the object evaluated in 
multi agent systems, while the "item" is the object evaluated in online rating systems. In multi agent systems, a buyer 
can evaluate a seller multiple times since he rates a seller when- ever he purchases an item. In online rating systems, on 
the other hand, a buyer can give only a single rating per item. Thus, the relationship between buyers and items is 
significantly different from the relationship between buyers and sellers; as such, the graph structure of an online rating 
system is very different from that of a multi agent system. This paper uses an approach that considers the relation 
between buyers and items. 
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Recommendation systems predict the preference of a user for an item (such as books or movies) that they have not 
yet purchased using a model based on either the characteristics of an item (content-based approaches), the user's rating 
history (collaborative filtering approaches), or both (hybrid approaches that combine both content-based and 
collaborative-filtering approaches) [5], [12], [26], [27]. These systems are known to be vulnerable to a profile injection 
attack (which is also called a shilling attack) where malicious users try to insert fake pro- files into the recommendation 
systems in order to increase the popularity of target item(s) [1], [4], [8], [20], [30].  

In order to enhance the robustness of recommendation systems, it is imperative to develop detection methods against 
shilling attacks. Major research in shilling attack detection falls into three categories: 1) classifying shilling attacks 
according to different types of attacks [4]; 2) extracting attributes that represent the characteristics of the shilling 
attacks and quantifying the attributes [1], [33]; and 3) developing robust classification algorithms based on the quantified 
attributes used to detect shilling attacks [11], [14], [20], [30], [33].  

The purpose of our framework is the same as that of existing strategies against shilling attacks; all are trying to 
prevent the manipulation of ratings by abusers. The classification algorithms for detecting shilling attacks, however, 
may face situations where malicious users cannot be detected and/or where normal users are considered as malicious. 
As a result, there may be instances when a reputation is calculated without the ratings of normal users or including 
the ratings of malicious users. Additionally, a significant amount of time is required to collect training data and extract 
attributes related to the abusers. The performance of the classifier is sensitive to the choice of the training data and the 
attributes used.  

 
III. PROPOSED SYSTEM 

 
The proposed framework does not require clustering or classification, both of which necessitate considerable 

learning time. Though TRUE-REPUTATION does not require any learning steps when solving a false reputation, 
extensive experiments show that TRUE-REPUTATION provides more trustworthy reputations than do algorithms 
based on clustering or classification. The contributions of this paper are as follows. First, we have defined false 
reputation and categorized various real-life scenarios in which a false reputation can occur. The categorization of the 
false-reputation scenarios helps us design experimental scenarios similar to real-life situations. Second, we have 
proposed a general framework to address a false reputation by quantifying the level of confidence of a rating. The 
framework includes TRUE-REPUTATION, an algorithm that iteratively adjusts the reputation based on the confidence 
of customer ratings. Third, we have verified the superiority of TRUE-REPUTATION by comparing it with machine-
learning based algorithms through extensive experiments. 

 

 
Fig 5.  Admin Module 
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Modules 
1. Admin 

Login: admin will login by entering his credentials. 
Add products: admin will add products along with details such as price of the product, product image, product name, 
specification etc. based on the category  
View products: admin can view the products he has added. 
View users list: admin can view users and he can send confirmation mail and secret key to the user’s email id. 

2. User 
Register: user will get registered to the application by entering the details. 
Login: user can login with his user name  
Password verification: admin will send users confirmation mail and secret key to the user’s email id 
View product: user can view products along with details such as price of the product, product image, product name, 
specification etc. based on the category rate product: user can rate the product by entering secret key product will be 
rated based on 3 layer security i.e. activity check, object activity, unfair rating, if the rating is valid, it will be accepted. 
If the rating is invalid then it is rejected. 

 
Fig 6.  User Module. 
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IV. EXPERIMENTAL RESULTS 
 

 
Fig 7.  Reputation-change rates by target-only RA. Push RA (a) rating frequency = 2 and (b) rating frequency = 32. 

Nuke RA (c) rating frequency=2 and (d) rating frequency = 32. 
 

Fig.7 shows the results comparing the baseline with the four standing adjustment algorithms. iCLUB shows 
the worst routine amongst the four algorithms. Its performance is similar or even inferior to that of baseline regardless 
of the number of target-only RAs. Since DBSCAN in iCLUB groups the users by their similarity, RAs are grouped 
separately from ordinary users. Since a user is supposed to consult the users in his group when adjusting reputations, 
iCLUB behaves almost the same as the baseline in which the user uses his own information only. The performance of 
iCLUB confirms that it cannot reduce the impact of target-only RAs and cannot adjust reputations properly. The 
performance of MOBASHER, on the other hand, is similar to that of the proposed algo- rithms, because the classifier 
of MOBASHER is able to detect target-only RAs with a high probability.  

As shown in Fig. 7, the performance of iCLUB worsens with an increase in the number of RAs, while that of 
MOBASHER remains strong although not as good as those of A&O and TRUE-REPUTATION. When push target-
only RAs are present and the rating frequency of the RAs is 32, the t-test results show that all the p values between 
TRUE-REPUTATION and A&O, or MOBASHER are greater than 0.05, which indicates that the algorithms are 
statistically indifferent.  

 
Fig. 8. Reputation change rates by average RA. Push RA (a) rating frequency = 50 and (b) rating frequency = 100. 

Nuke RA (c) rating frequency = 50 and (d) rating frequency = 100. 
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Fig. 8 shows that A&O, the most robust algorithm in target- only RA, is more vulnerable to average RA. The 
reputation change rate of A&O is greater than 0.3, when the number of average RAs is 30% of the targeted movie's 
total number of ratings and the occurrence of the ratings by average RAs is 100. A&O is not able to reduce the influence 
of the average RAs because most ratings by average RAs are regarded as fair.  

 
IV. CONCLUSION AND FUTURE WORK 

 
This paper defines the false reputation problem in online rating systems and categorizes various real-life situations 

in which a false standing may occur. The understanding of why and when a false standing occurs helps us establish 
experimental situations. In order to solve the false reputation problem, we proposed a general framework that quantifies 
the confidence of a rating based on activity, objectivity, and consistency. The framework includes TRUE-
REPUTATION, an algorithm that iteratively adjusts the reputation based on the confidence of user ratings. Through 
extensive experiments, we showed with the intention of TRUE-REPUTATION can reduce the influence of various RAs. 
We also showed that TRUE-REPUTATION is superior to the existing approaches that use machine-learning algorithms 
such as clustering and classification to solve the false reputation problem.  

There are more factors (other than those addressed in this paper) known to be elemental in assessing the trust of users 
in the field of social and behavioral sciences. We plan to learn how to incorporate them into our model to compute the 
reputation of items more accurately. In the e-market place such as Amazon.com and eBay.com, buyers give ratings on 
items they have purchased. We note, however, that the rating given by a buyer indicates the degree of his satisfaction 
not only with the item (e.g., the quality) but also with its seller (e.g., the promptness of delivery). In a further study, we 
plan to develop an approach to accurately separate an item score and a seller score from a user rating. Straightening out 
the true standing of items and that of sellers would enable customers to umpire items and sellers in parallel.  
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