
         
         
                  ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

                                                                                                               
International Journal of Innovative Research in Computer  

and Communication Engineering 
(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Vol. 4, Issue 1, January 2016 

Copyright to IJIRCCE                                                      DOI: 10.15680/IJIRCCE.2016. 0401100                                                  467 

 

Region Filling and Object Removal by 
Exemplar Based Image Inpainting 

 
Satish D.Thakar1, Dr.R.P.Borole2 

Student, DYPCOE, Savitribai Phule Pune University, Pune, India 

Professor, DYPCOE, Savitribai Phule Pune University, Pune, India 

 
ABSTRACT:Expelling the item from pictures is a picture reproduction strategy. Articles are expelled from 
computerized pictures and the opening deserted is filled by a method called Inpainting in an outwardly conceivable 
manner. This system can be connected to pictures comprising of straightforward surfaces additionally to genuine 
pictures having complex compositions and shading plan. The objective for every situation is to create an adjusted 
picture in which unpainted district is forced into the picture so consistently that normal viewer cannot mindful that any 
change has happened. There are assortment sorts of utilizations in picture Inpainting range from recreation of a harmed 
photo to expelling an article from an advanced picture. 
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I. INTRODUCTION 
 

The adjustment of pictures in a way that is not distinguishable for a spectator who doesn't know the first picture is a 
practice as old as aesthetic creation itself. The object of Inpainting is to recouping the absent or harmed bits of work, 
keeping in mind the end goal to make it clearer and to restore its unique personality. The need to modify picture in a 
subtle way stretched out actually from depictions to computerized movies. The reasons continue as before: to include or 
uproot components. In sight and sound, picture Inpainting is the innovation by and large connected to the issue of 
programmed filling the missing districts of a picture in an outwardly imperceptible manner. Inpainting has been 
examined in numerous exploration fields. It discovers numerous electronic picture preparing applications, for example, 
photograph altering, picture reproduction and mixed media transmission. The strategies are beginning to be a far 
reaching method for performing Inpainting, running from endeavours to programmed location and evacuation of 
scratches in film, the distance to programming devices that permit a manual procedurein the past this problem has been 
solved by many algorithms. The algorithms divided into following two categories: 
 
1) Texture synthesis algorithm 2) Image Inpainting algorithms 
The former works well for “textures” and the latter for linear “structures” which can be thought of as one dimensional 
pattern like lines. The limitations of texture synthesis are that it focuses on the whole image space without giving 
priority to linear structures. The result will thus have discontinuous lines. Inpainting technique extends linear structure 
to the gap by utilizing isophote information of boundary pixels. Since extension uses diffusion techniques blur is 
introduced in the picture Crimimisi’s algorithm combines the advantages of above mentioned approaches in an efficient 
manner. The improvement over existing algorithm is that the new approach takes isophotes into consideration, and 
gives higher priority to those “interesting points” on the boundary of the gap. Those interesting points are a part of 
linear structures, and thus should be extended into gap in order to obtain a natural look. To identify those interesting 
points, Criminisi gives a priority value to all pixels on the boundary of the gap. The interesting points will get higher 
priority and thus the linear structures would be extended first. In each pixel a patch is considered with that pixel at the 
centre. The patch’s priority is product of two elements: a confidence term C(p)and a data term D(p). C(p) means how 
many pixels are there in a patch.D(p) means how strong isophote is hitting the boundary. P=C(p)*D(p) The patch with 
highest priority would be the target to fill. A search is performed on the whole image to find a patch that has most 
similarities with target patch. The last step would be to copy pixels from source region to target patch. This process 
continues until all the patches are filled. 
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II. OBSERVATIONS MADE BY CRIMINISI 
 

The two most important observations made by Criminisi are:  
 Exemplar based Synthesis suffices 
 Filling order is critical 
A. Exemplar Based Synthesis Suffices 
The main idea of this algorithm is an isophote-driven image sampling process. Exemplar based approaches perform 
well for two dimensional textures. But, in addition to that, exemplar-based texture synthesis is sufficient for 
propagating extended linear image structures, called as isophotes. Criminisi had important point to that, a separate 
synthesis mechanism is not required for handling isophotes 
Fig1 illustrates the point. The region to be filled, target region, is indicated by Ω and its contour is indicated by δΩ the 
contour evolves inwards as the algorithm progresses. Hence it is referred as the “fill-front”. The source region Φ. which 
remains fixed throughout the complete algorithm provides samples used in the filling process. One iteration of the 
algorithm to show how structure and texture are adequately handled by exemplar based synthesis is stated here. 
Suppose that the square template Ψp ϵ Φ centred at point P is to be filled (fig.1b). The best-match sample from source 
region comes from the patch Ψq ϵ Φ, which is most similar to those parts that are already filled in Ψp lies on the 
continuation of an image edge; the most likely best matches will lie along the same edge. 
 
It is required to propagate the isophote inwards is a simple transfer of the pattern from the best-match source path. 
Isophote orientation is automatically preserved. In the figure, despite the fact that the original edge is not orthogonal to 
the target contour δΩ the propagated structure has maintained the same orientation as the source region. So we focus on 
patch based work as opposed to pixel-based filling 
 

 
 
Fig1.Structure propagation by Exemplar based Synthesis           Fig2.Filling order importance with concave 
target regions 
 
B. Filling Order is Critical 
This section shows quality of the output image synthesis is highly influenced by the order in which the filling process 
proceeds. A comparison between the standard concentric layer filling (onion-peel) and the desired filling behavior is 
illustrated in fig2. Fig2 b, c, d show progressive filling of a concave target region via an anti-clockwise onion peel 
strategy. This ordering of the filled patches produces the horizontal boundary between the background image regions to 
be unexpectedly reconstructed as a curve. A better filling algorithm would be one that gives higher priority of synthesis 
to those regions of the target area which lie on the continuation of image structures, as shown in the figures 2 b’,c’,d’. 
Another important property of a good filling algorithm is that of avoiding “over-shooting” artifacts that occur when 
image edges are allowed to grow indefinitely. 
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III. PROPOSED ALGORITHM 
 

In given input image the user selects a target region Ω manually to be removed and filled. The source region, Φ may be 
defined as the total image minus the target region Φ= I- Ω. Next the size of window Ψ must be specified. Criminisi has 
stated it to be 9X9. After these parameters are defined, the region filling algorithm proceeds automatically. In this 
algorithm, each pixel maintains a colourvalue and a confidencevalue, which reflects confidence in the pixel value, and 
which is frozen once a pixel has been filled. During the course of algorithm, patches along the fill front are also given a 
temporary priorityvalue, which determines the order in which they are filled. Then this algorithm iterates the following 
three steps until all pixels have been filled 
 Computing patch priorities.  
 Propagating structure and texture information.  
 Updating confidence values 
 
A. Computing Patch Priorities 
The algorithm performs the synthesis task through a best-first filling strategy that depends entirely on priority values 
that are assigned to each patch on the fill front. The priority computation is biased toward those patches which:  
 Are on the computation of strong edges  
 Are surrounded by high-confidence pixels 
Given a patch Ψp centered at the point p for some p ϵ δΩ its priority is defined. Priority P(p) is product of two terms: 

P(p)=C(p)D(p) 
C(p)is the confidencetermand D(p) is the dataterm.  
These are defined as follows:  

C(P)=(∑ 퐶(푞)∈Ψ∩( Ω) )÷│Ψp│ 
D(p)=│ΔIp┴. np│ 

| Ψp | is area of Ψp, α is normalization factor (e.g. α =255 for typical grey level image), np is unit vector orthogonal to 
front δΩ in point p. The priority P(p) is computed for each border patch with distinct paths for each pixel on boundary 
of target region.  
During initialization C(p) is set to C(p)=0 for all p ϵ Ω and C(p)=1 for all p ϵ I - Ω. The confidence term C(p) may be 
thought of as a measure of the amount of reliable information surrounding the pixel p. the intention is to fill first those 
patches with more of their pixels already filled, with additional preference given to pixels that were filled early on. 
As it is illustrated in fig 3a, this automatically incorporates preference towards certain shapes of the fill front. For 
example, patches that include corners and thin tendrils of the target region will tend to be filled first, as they are 
surrounded by more pixels from original image. These patches provide more reliable information against which to 
match. Conversely, patches at the tip of “peninsulas” of filled pixels jutting into the target region will tend to be set 
aside until more of the surrounding pixels are filled in. 
At a coarse level, the term C(p) approximately enforces the desirable concentric fill order. As filling proceeds, pixels in 
the outer layers of the target region will tend to be characterized by greater confidence values, and therefore be filled 
earlier; pixels in the centre of the target region will have lesser confidence values. 

 
Fig3. Effects of C(p) and D(p)\ 
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The data term D(p) is a function of the strength of isophotes hitting the front δΩ at each iteration. This term boosts the 
priority of the patch that an isophote flows into. This factor is of fundamental importance because it encourages linear 
structures to be synthesized first, and, then propagated securely into the target region. 
B. Propagating Structure and Structure Information 
After all priorities in the fill front have been computed, the patch Ψp̂ with highest priority is found. We then fill it with 
data extracted from source region Φ. Image texture is propagated by direct sampling of source region. Patch which is 
very similar to Ψp̂ is searched in source region.  
Formally Ψq̂ = arg max Ψq ϵ Φ d(Ψp̂ , Ψq̂) 
Where distance d(Ψa, Ψb) between two generic patches Ψa and Ψb is defined as sum of squared differences of already 
filled pixels in the two patches. Having found the source exemplar Ψq̂ the value of each pixel to be fill ṕ | ṕ ϵ Ψp̂ ∩Ω is 
copied from its corresponding position inside Ψq̂ .This suffices to achieve the propagation of both structure and 
information from Source Φ to target Ω one patch at a time. 
C. Updating Confidence Values 
After the patch Ψp̂ has been filled with new pixels values, the confidence C(p) is updated in the area delimited by Ψp̂ as 
follows: 

C(p) = C(p̂ ) for all p ϵ p̂ ∩ Ω 
This simple update rule allows measuring the relative confidence of patches on the fill front, without image-specific 
parameters. As filling proceeds, confidence values decay, indicating less conformity of colour values of pixels near the 
centre. 
 

IV. RESULTS 
 

The algorithm is applied to both images as shown in figures and its PSNR (db),Total time required (sec) are given as 
follows. This paper has presented a algorithm for removing large objects from digital photographs. The result of object 
removal is an image in which the selected object has been replaced by a visually plausible background that mimics the 
appearance of the source region. This is robust algorithm for exemplar based image inpainting, which can be adapted to 
any image contents of different characteristics.  
A. Region Filling 

 
 

Fig4.1. Original Image                             Fig4.2. Masked Image       Fig4.3.Inpainted Image 
 
Results: 
PSNR(dB):51.46 
Total time taken to inpainting the image(sec):64.41 
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B. Object Removal 
 

 
 

Fig.5.1.Original Image        Fig5.2. Masked Image                            Fig5.3.Inpanted Image 
 
Results: 
PSNR (dB):44.40 
Total time taken to inpainting the image (sec):863.06 
 

V. CONCLUSION 
 

This paper includes Criminis' calculation for expelling vast articles from computerized photos. The outcome is a picture 
in which the chose object has been set by an outwardly conceivable foundation that imitates the presence of source 
locale. Criminis' calculation utilizes a model based combination strategy adjusted by a bound together plan for deciding 
the take care of request of the objective district. Pixels keep up a certainty worth, which together with picture isophotes, 
impact their filling need. The method is equipped for proliferating both direct structure and 2D compositions into target 
area with single, straightforward calculation. 
The advantages of Criminisi’s algorithm are:  
 Preservation of edge sharpness 
 No dependency on image segmentation 
 Balanced region filling to avoid over-shooting effects. 
 Patch-based filling helps achieve speed efficiency, accuracy in synthesis of texture and accurate propagation 
of linear structures. 
The limitations of Criminisi’s algorithm are: 
 The synthesis of regions for which similar patches do not exist does not produce reasonable results 
 Algorithm does not handle depth ambiguities 
Future works will certainly involve extensions to current algorithm to handle accurate propagation of curved structures 
in images. Also investigation of efficient searching scheme and on the automatic discovery of component weights for 
different types of images as well as removing objects from video, which promise to impose totally new set of 
challenges. 
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