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ABSTRACT: Big data play very important role in recent year. Centralized approach is inappropriate for most of the 
distributed and global data mining applications. In distributed environment due to long response time and lack of 
satisfactorily use of distributed resource centralized data do not perform well. To solve this problem distributed and 
parallel algorithm were introduced. In distributed environment data are from different source so there is a chance of 
disclosure of private data and also user get less accurate data .To avoid this there are many approaches were applied 
like Cryptography , randomization, perturbation and anonymization etc. In this paper  a new approach for generating 
random decision tree is introduces based on entropy and gain calculation .To preserve privacy of data cryptographic 
techniques are applied on the leaves node of the decision tree. 
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I. INTRODUCTION 
 

Data mining is the procedure of detecting a pattern from large datasets. Today organisations are very much dependent 
on distributed data means data are from different source. Due to this there is a possibility of sensitive information 
leakage of data providers. To protect this disclosure of data many techniques were applied like cryptography, 
randomization, perturbation and anonymization. 
In this paper, we propose a combination of two techniques randomization and cryptography for more efficient and 
secure data mining task. With my best knowledge the proposed techniques are more efficient and secure than the 
existing system.The proposed system based on random decision tree structure . Same RDT code can be used for 
multiple data mining task such as Classification, regression, ranking and multiple classifications. RDT gives a better 
solution to the Distributed data mining in terms of privacy preserving because of these reasons:Random structure of the 
tree gives more security because to obtain priori information one should discover the entire classification model and 
instances. Since simple cryptographic technique is slow and not much efficient with respect to RDT because the 
structure of RDT and its characteristics in which only the leaves of the tree are encrypted / decrypted , the branch of the 
tree are hidden for the outsider. Same code of RDT can be used for four types of data mining tasks. RDT has another 
advantage is that it can made differentially private without losing accuracy of data. 
In this paper, proposed work is efficient random decision tree while preserving privacy of data. Our contribution  is to 
provide privacy, accuracy of data and also to reduce the time complexity than existing system. Here a algorithm is 
develop to  securely construct RDT for horizontally and vertically partitioned data. Decision tree is a flowchart tree like 
structure which is used for decision analysis .In decision tree every internal node shows the test attribute, the outcomes 
of this test is represented by the branch of the tree  and the leaves shows the class label or final result.Decison tree also 
shows the alternative outcome for better comparision .Random decision tree can be defined as the attribute selection 
can be done by randomly .In this paper a mathematical calculation has been done for selecting the attribute i.e  Entropy 
and Gain .Entropy is used to calculate the impurity or uncertainty and Gain is used to calculate purity. At each node of 
the decision tree this calculation is performed and the largest information gain attribute is selected for next test attribute 
.This is a greedy approach.The tree split process is a recursive in nature from root node to down and it  stops when the 
purity level reached or the leaves having the same class label whether there is no need to split the tree further. 
 
 
 



         
          ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

                                                                                                               
 

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

        Vol. 4, Issue 5, May 2016            
 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2016. 0406066                                        10674 

 

II. RELATED WORK 
 

In distributed architecture  there are many work have been done to provide security to the data .In the survey process 
many papers are studied and collected the information about the methods applied on data to be secured.G. Jaideep 
Vaidya, Basit Shafiq,Wei Fan,Danish Mehmood, And David Lorenzi [1] the authors provide a solution to preserve 
privacy in data mining by random decision tree approach for horizontal and vertical partitioned data .A homomorphic 
cryptographic technique is used to provide security to the leaf node . Hemlata B. Deorukhakar1 , Prof. Pradnya Kasture 
[2] the author provides a new approach in which ID3 and boosting algorithm used within RDT .It focused on to provide 
high accuracy of data. Sathya Rangasamy,P.Suvithavani [3] this paper introduces a approach to provide privacy 
without loosing accuracy of data. It distributes  the original datasets into group of unreal datasets by adding some noise 
in the datasets so that imposter can only know about data when they have total unreal datasets.Priyank Jain ,Neelam 
Pathak, Pratibha  Tapashetti ,A.S.  Umesh [4] this paper explain the ensemble classifier which is a combination of 
clustering and classification techniques .It focused on to provide data privacy and data utility.Jintu Ann John, Neethu 
Maria John [5] this paper recommend a solution to the accuracy of data.It takes random partitioned datasets instead of 
taking horizontal and vertical patitioned datasets.It provides more data security and load balancing.Pui K. Fong and 
Jens H. Weber-Jahnke [6] this paper revealed the combination of three approach perturbation,randomization and secure 
multiparty computation for privacy preserving data mining. 
 

III. PROPOSED ALGORITHM 
A. RDT  Generation  

In this  phase training datasets are taken here Car datasets for horizontal partition data and Mushroom datasets for vertical 
partition are taken from UCI machine learning repository . Random decision tree is generated by first selecting attributes 
from training datasets . Now calculate : 

 
  The Set theory: 

R={S,A,C,M,P} 
Where 
S=Input data set = {s1,s2,s3,….si} 
A= No. of attributes = {a1,a2,a3,…an} 
C = No. of data classes = {c1,c2,c3,….ci} 
M = Total no. of trees = {m1,m2,m3,…mi} 
P= Total no. of parties = {p1,p2,p3…..pk} 
To calculating gain information; 
If a dataset S contains examples of C classes , the Entropy(S) which gives how uncertain a attribute is:         
                           c 
Entropy(S) = - ∑ Pi log2(Pi)……………….     (1)   
                          i=1           

Based on the entropy in eq.(1) then by using this value  we can calculate the information gain if attribute A is used to 
partition the data set S shown in eq. (2): 

     Gain(S,A) =Entropy(S) - ∑v∈V(A)  |Sv|/|S| Entropy(S)……….   (2) 
Where ,v represents any possible values of attribute   A ; |Sv| is the subset of S for which attribute A has value v; S   is 
the number of elements in Sv ;  |S|   is the number of elements in S. Gain gives clarity to choose the attribute from 
training dataset for generating tree . 
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Fig 1: Snapshot of RDT generation 

 
B. RDT  Encryption   

In this module The class label of random decision tree is get encrypted by using Two-Fish algorithm.This 
algorithm works on 128 bits block cipher and  different size of key  having 16 rounds of fiestel networks . 
 

 
Fig 2: Snapshot of encrypted leaf nodes 

 
C. New  Instance Classification  

 
In this module when a new instance classification request comes  all the sites communicate securely by passing  a 
token between them and return class distribution vector. 

 
IV. PSEUDO CODE 

 
 In proposed algorithm there are two algorithm are used one is  random decision tree  using ID3 algorithm for tree 
generation  and Two – Fish algorithm a cryptographic technique for encryption/decryption of data. 
 
Algorithm Random Decision Tree(RDT) 
 
Input:           D, the training set, and 
                     X, the set of attributes. 
Output:        A random decision tree R 
 
 
R= BuildTreeStructure(X) 
UpdateStatistics(R,D) 
Prune subtrees with zero counts 
return R 
 
Subroutine BuildTreeStructure(X) 



         
          ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

                                                                                                               
 

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

        Vol. 4, Issue 5, May 2016            
 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2016. 0406066                                        10676 

 

if  X= 0 then 
return a leaf node 
else 
   Randomly choose an attribute F as testing attribute  
   Create an internal node r with F as the attribute 
   Assume F has m valid values 
   for i= 1 to m do 
       ci = BuildTreeStructure(X-{F}) 
       Add ci as a child of r 
   end for 
end if 
return r 
Subroutine UpdateStatistics(r,D) 
   for each x in D do 
       AddInstance(r,x) 
  end for 
Subroutine AddInstance(r,x) 
If r is not a leaf node then 
    Let F be the attribute in r 
    Let c represent the child of r that corresponds to the value of F in x 
AddInstance(c,x) 
else 
/* r is a leaf node */ 
Let t be the label of x 
Let α[t] = # of t-labeled rows that reach r 
                          α[t] <- α[t]+1  
             end if 

Two-Fish algorithm 
 

 
Fig 1: Steps of two-fish algorithm 

 
V. RESULTS  ANALYSIS 

 
From the table 1 it shows the proposed system reduces the time complexity as compared to existing RDT 

framework.In existing system RDT is generated by choosing attributes randomly and tree stops growing when tree 
level reached half of no of attributes while in proposed system RDT is generated using ID3 algorithm and tree stops 
growing when purity level reached.Due to this time complexity of proposed system is less. 
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Table1: Comparison of Execution time in milliseconds 
 
From fig 3 the graph shows the execution time of existing and proposed system in vertical partition data.In vertical 

partition data different parties have different attributes.To gain some information from vertical partition data securely 
construct RDT without violating data privacy. 

 
 

 
 

Fig 3: Graph for Comparison of Execution time  in milliseconds 
 

VI. CONCLUSION AND FUTURE WORK 
 

 Today privacy of data for different organizations are very important because to expand their business they have to 
share information without loosing their privacy for sensitive data.Here randomization and cryptographic techniques are 
applied to the sensitive data .ID3 algorithm is used for decision tree generation and Two – fish algorithm is used for 
securing the private data.This algorithm provides high security to the data while maintaining purity or accuracy of the 
data.This paper deals with the horizontal and vertical partitioning of data. 
In future this work is extended for arbitrarily partitioned data 
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