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ABSTRACT: This paper presents a majority voting ensemble method that is able to predict the possible presence of 

heart disease in humans. The prediction is based on simple affordable medical tests conducted in any local clinic. 

Moreover, the aim of this project is to provide more confidence and accuracy to the Doctor’s diagnosis since the model 

is trained using real-life data of healthy and ill patients. The model classifies the patient based on the majority vote of 

several machine learning models in order to provide more accurate solutions than having only one model. Finally, this 

approach produced an accuracy of 90% based on the hard voting ensemble model. . We also proposed novel fast 

conditional mutual information feature selection algorithm to solve feature selection problem. The features selection 

algorithms are used for features selection to increase the classification accuracy and reduce the execution time of 

classification system. Furthermore, the leave one subject out cross-validation method has been used for learning the 

best practices of model assessment and for hyperparameter tuning. The performance measuring metrics are used for 

assessment of the performances of the classifiers. 
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I. INTRODUCTION 

 

In the present era, heart disease rates have dramatically increased to become the leading cause of death in the United States 

upon adults due to the widespread of unhealthy habits. These include a declination in physical activity since the technology 

trend is moving towards replacing human physical activity and unhealthy eating habits which are directly linked to increasing 

the risk of having heart diseases. Starting off with the definition of a Heart Disease, according to the National Heart, Lung, 

and Blood Institute states that heart disease is a disruption to the heart’s normal electrical system and pumping functions. 

Where the disease makes it harder for the heart muscle to pump blood efficiently. Furthermore, according to the World Health 

Organization (WHO), 17.9 million people die each year from cardiovascular diseases which correspond to 31% of all deaths 

around the world [3]. This incurs the need of having an affordable system that is able to give a preliminary assessment of a 

patient based on relatively simple medical tests that are affordable to everyone. To conduct the training and testing of the 

machine learning model, the Cleveland dataset from the well-known UCI repository was used since it is an authenticated 

dataset that is widely used for training and testing in machine learning models . The dataset contains 303 instances and 14 

attributes that are based on well-known factors that are thought to correlate with risks of heart diseases. The approach 

presented in this paper uses the hard voting ensemble method which is a technique where multiple machine learning models 

are combined and the prediction result is based on the majority vote from all models. This technique is used in order to 

improve the overall prediction J48 model that is 56.76% with a total build model time of 0.04 seconds. Finally, the work in  

deploys various machine learning models in order to investigate the highest performance metric (Accuracy, Sensitivity, 

Specificity, and Kappa). The machine learning algorithms involve Random Forest, Logistic Regression and Artificial Neural 

Network. Cross-Industry Standard Process for Data mining technique (CRISP-DM) is used to find insights and meaningful 

information from the data. The CRISP-DM involves six stages that were followed in this research. Moreover, the accuracies 

obtained from the models used were as follows; 80.9 % for the Random forest, 79.78% for the Artificial Neural Network, and 

85.39% for the Logistic Regression. 

 

II. RELATED WORK 
 

In the field of heart disease detection, a variety of techniques regarding data preprocessing and model variation has been used. 

The work presented in [5] used the same dataset as this paper but different machine learning models were implemented. Three 

discrete classifier models were built which included Support Vector Machine (SVM) classifier, naïve Bayes algorithm, and 
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C4.5. The prediction of the heart disease was conducted based on each of these models discretely and produced a maximum 

accuracy of 84.12% in the SVM machine learning model. 

 

III. METHODOLOGY 
 

The system has been designed for the identification of heart disease. The performances of various machine learning classifiers 

for HD identification have been checked on selected features. The standard state of art algorithms of features selection 

includes Relief, MRMR, LASSO, and LLBFS are utilized for features selection. We also proposed FCMIM algorithm for 

features selection. The performance of the classifiers evaluated on selected features sets which are selected by the state of the 

art FS algorithms and proposed FCMIM algorithm. The LOSO technique of cross-validation also used for best model 

evaluation. The model’s performance measuring metrics include accuracy, specificity, sensitivity, MCC and processing time 

is automatically calculated for classifiers evaluation. The proposed system methodology is organized. 
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IV. RESULTS AND DISCUSSION 
 

Starting off with the SGD classifier, the prediction was run on the test set which is considered unseen data that the 

model has never prevailed. The first test was run on the default parameters of the classifier and produced an accuracy of 

80%. Then after running a GridsearchCV, the optimized parameters based on cross-validation were found and the 

accuracy increased to 88%. Figure 10 shows the confusion matrix obtained from this model. The model was built using 
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the default parameters and the classification occurred based on the unseen test set. The accuracy came out to be 87% 

and after conducting GridsearchCV the accuracy remained the same since the default parameters came out to be the 

same as the optimized parameters. Figure shows the confusion matrix of this model. shows how running the 

GridsearchCV which is based on the cross-validation technique improves the accuracy of every model. This shows the 

need to fine-tune the parameters of any machine learning algorithm. 

 

 

 

To further investigate the models built, a receiver operating characteristic curve (ROC) was plotted as shown in Figure 

16 for all of the models involved in this project.  

 

V. CONCLUSION 
 

In conclusion, this paper presented a machine learning ensemble technique that combined multiple machine learning 

techniques in order to provide a more accurate and robust model for predicting the possibility of having a heart disease. 

The Ensemble model achieved 90% accuracy, which exceeds the accuracy of each individual classifier. In this study, 

an efficient machine learning based diagnosis system has been developed for the diagnosis of heart disease. Machine 

learning classifiers include LR, K-NN, ANN, SVM, NB, and DT are used in the designing of the system. Four standard 

feature selection algorithms including Relief, MRMR, LASSO, LLBFS, and proposed a novel feature selection 

algorithm FCMIM used to solve feature selection problem. LOSO cross-validation method is used in the system for the 

best hyperparameters selection. This project presented a new approach to heart disease classification, using the Random 

Forest machine learning algorithm and attributes based on clinical data and patient test results. It reached an overall 

accuracy of 84.448%. The highest accuracy was reached while using an additional 10 times cross-validation in the 

process and it outperforms other machine learning techniques using the same database [25]. Using the Random Forests 

algorithm without the cross validation secured an overall accuracy of 82.895% 
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