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ABSTRACT:-This review paper design to  introduces the machine learning algorithms as applied to medical image 
analysis, focusing on convolution neural networks, and emphasizing clinical aspects of the field. The advantage of 
machine learning in an era of medical big data is that significant hierarchal relationships within the data can be 
discovered algorithmically without laborious hand-crafting of featuresWe propose and evaluate the convolution neural 
network designed for classification of ILD patterns The 7outputs of ILD patterns: healthy, ground glass opacity (GGO), 
micro nodules, consolidation, reticulation, honeycombing and a combination of GGO/reticulation. To train and 
evaluate the CNN, we used first deep CNN designed for the specific problem. Finally we classify the performance 
(85.5%) demonstrated the potential of CNNs in analyzing lung patterns.  
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I. INTRODUCTION 
 

The diagnosis of an ILD involves questioning the patient about their clinical history, a thorough physical examination, 
pulmonary function testing, a chest X-ray and a CT scan. The imaging data are interpreted by assessing the extent and 
distribution of the various ILD textural patterns in the lung CT scan. Typical ILD patterns in CT images are, 
honeycombing, ground glass opacity(GGO),consolidation and micro nodules. The low diagnostic accuracy and the high 
inter-and intra-observer variability, which has been reported to be as great as 50%.In ambiguous cases, additional 
invasive procedures are required, such as  bronchoalveolar lavage and histological conurbation Current medical 
imaging systems are capable of providing large amounts of images, which needs in - depth analysis. Normally, experts 
perform certain evaluation procedures upon the medical images that may lead to operational errors which require 
hugeamount of time for making evaluations. MR images are qualitatively and quantitatively analyzed by experts based 
on Their professional experience, but it is certainly limited by the human vision system, where human eye vision is 
restricted to analyze 8 bits of grey level. Nowadays, MRI systems are capable of offering images of the organs up to 
65,535 gray levels. Certain vital information acquired through an MRI scanner cannot be analyzed using a normal 
human eye, which has visual constraints. Machine learning algorithms have the potential to be invested deeply in all 
fields of medicine, from drug discovery to clinical decision making, significantly altering the way medicine is 
practiced. The success of machine learning 
algorithms at computer vision tasks in recent years comes at an opportune time when medical records are increasingly 
digitalized. The use of electronic health records (EHR) quadrupled from 11.8% to 39.6% amongst office-based 
physicians in the US from 2007 to 2012 [1]. Medical images are an integral part of a patient’s EHR and are currently 
analyzed by human radiologists, who are limited by speed,fatigue, and experience. It takes years and great financial 
cost to train a qualified radiologist, and some health-care systems outsource radiology reporting to lower-cost countries 
such as India via tele-radiology. A delayed or erroneous diagnosis cause’s harm to the patient. Therefore, it is ideal for 
medical image analysis to be carried out by an automated, accurate and efficient machine learning 
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 II LITERATURE SURVEY 
 

Syed MS Islam [1]In this work, we examine the strength of deep learning approaches for pathology detection in chest 
radiographs. Convolution neural networks (CNN) deep architecture classification approaches have gained popularity 
due to their ability to learn mid and high level image representations. We explore the ability of CNN learned from a 
non-medical dataset to identify different types of pathologies in chest x-rays. We tested our algorithm on a 433 image 
dataset. The best performance was achieved using CNN and GIST features. We obtained an area under curve (AUC) of 
0.87-0.94 for the different pathologies. The results demonstrate the feasibility of detecting pathology in chest x-rays 
using deep learning approaches based on non-medical learning. This is a first-of-its-kind experiment that shows that 
Deep learning with ImageNet, a large scale non-medical image database may be a good substitute to domain specific 
representations, which are yet to be available, for general medical image recognition tasks.   
 
Yaniv Bar[2] ; In this work, we examine the strength of deep learning approaches for pathology detection in chest 
radiographs. Convolution neural networks (CNN) deep architecture classification approaches have gained popularity 
due to their ability to learn mid and high level image representations. We explore the ability of CNN learned from a 
non-medical dataset to identify different types of pathologies in chest x-rays. We tested our algorithm on a 433 image 
dataset. The best performance was achieved using CNN and GIST features. We obtained an area under curve (AUC) of 
0.87-0.94 for the different pathologies. The results demonstrate the feasibility of detecting pathology in chest x-rays 
using deep learning approaches based on non-medical learning. This is a first-of-its-kind experiment that shows that 
Deep learning with ImageNet, a large scale non-medical image database may be a good substitute to domain specific 
representations, which are yet to be available, for general medical image recognition tasks. 2  
 
Kevin Ho-Shon[3]Medical image classification and concept detection are two important tasks for efficient and robust 
medical retrieval systems and also help with downstream tasks such as knowledge discovery, medical report 
generation, medical question answering, and clinical decision making. We investigate the effectiveness of transfer 
learning on the modality classification task using state-of-the-art deep convolution neural networks pretrained on 
generic images. We also compare the performance of the traditional pipeline of handcrafted features with multi-label 
learning algorithms with end-to-end deep learning features for the concept detection task. Experimental results on the 
modality classification task show that transfer learning can leverage the patterns learned from large training data to the 
medical domain where little labeled data is available. Moreover, results on the concept detection task show that the 
deep learning approach provides better and more powerful feature representations compared to handcrafted feature 
extraction methods. The results on both tasks suggest that deep transfer learning methods are effective in the medical 
domain where data is scarce. 
 
Jahanzaib Latif  [4]Machine and deep learning algorithms are rapidly growing in dynamic research of medical 
imaging. Currently, substantial efforts are developed for the enrichment of medical imaging applications using these 
algorithms to diagnose the errors in disease diagnostic systems which may result in extremely ambiguous medical 
treatments. Machine and deep learning algorithms are important ways in medical imaging to predict the symptoms of 
early disease. Deep learning techniques, in specific convolutional networks, have promptly developed a methodology 
of special for investigating medical images. It uses the supervised or unsupervised algorithms using some specific 
standard dataset to indicate the predictions. We survey image classification, object detection, pattern recognition, 
reasoning etc. concepts in medical imaging. These are used to improve the accuracy by extracting the meaningful 
patterns for the specific disease in medical imaging. These ways also indorse the decision-making procedure. The 
major aim of this survey is to highlight the machine learning and deep learning techniques used in medical images. We 
intended to provide an outline for researchers to know the existing techniques carried out for medical imaging, 
highlight the advantages and drawbacks of these algorithms, and to discuss the future directions. For the study of multi-
dimensional medical data, machine and deep learning provide a commendable technique for creation of classification 
and automatic decision making. This paper provides a survey of medical imaging in the machine and deep learning 
methods to analyze distinctive diseases. It carries consideration concerning the suite of these algorithms which can be 
used for the investigation of diseases and automatic decision-making. 
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Nirmala Singh [5]Over 300 million diagnostic radiology images are taken every year in the United States [1]. The 
pressure on healthcare providers will increase considerably to operate more efficiently and accurately with growing 
demand for diagnostic services. The National Institute of Medicine estimates that 12 million Americans are 
misdiagnosed every year [2]. More accurate and efficient decision support tools for doctors could greatly reduce that 
number. Deep learning is a technology inspired by the workings of the human brain. Networks of artificial neurons 
analyze large datasets to automatically discover underlying patterns, without human intervention. Deep learning excels 
at identifying patterns in unstructured data, which most people know as media such as medical images, sound, video, 
and text. This paper talks about using deep learning networks to analyze medical imaging data such as X-rays and 
Magnetic Resonance Imaging (MRI) to increase diagnostic accuracy in less time and at reduced cost compared to 
traditional diagnostic methods. 

III. EXISTING SYSTEM 
 

In existing system presegmented lungs field, an ILD quantification map of entire lung is generated. The CAD system to 
attempt the final diagnosis. The first CAD systems for ILDs proposed classical feature extraction methods to describe 
2D texture, gray level co-occurrence matrices (GLCM), run (RLM) and fractal analysis.The CNN learned feature  train 
on ANN classifier and input size is 224*224.Very little has been done on the problems of texture recognition and 
medical image analysis. 
 

IV. PROPOSED SYSTEM 
 

The scans were produced by different CT scanners with slightly different pixel spacing so a pre-processing step was 
applied. The image intensity values were cropped and segmented the images.The x simost reelvant ILD patterns, 
namely GGO,reticulation, consolidation, micro nodules, honeycombing and a combination of GGO and reticulation. 
Healthy tissue was also added, leading to 7 classes. The annotators tried to avoid the bronchovascular tree which should 
be segmented and removed, before applying the fixed-scale classier. Annotation of the lung fields was also performed 
for all scans. The classification performance 85% demonstrated the potential of CNNs in analyzing lung 
patternsintensity, depth, colour or texture. Image segmentation is performed to locate the tumor region of the MRI 
image. Segmentation partitions the image into set of semantically meaningful, homogenous, and non -overlapping 
regions of similar attributes such as intensity, depth, colour or texture [1]. The ROI part is extracted from the brain MRI 
image using a threshold based segmentation procedure. Image thresholding is one of the simplest and effective, 
segmentation procedures. It separates the image into desired classes based on an intensity value called as threshold. 
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Fig 1 proposed flow chart 
 
The proposed work will also take input from the output of this application and integrate them with the concept of 
ontology. Fig 1 shows a steps for the proposed flow Following are the steps of  Pre-processingSegmentation Feature 
extraction Classification Performance measure  Detection Segmentation partitions the image into set of semantically 
meaningful, homogenous, and non -overlapping regions of similar attributes such as 
A pre-processing of an image is done before applying the threshold algorithm. Pre-processing involves enhancement of 
a given MRI image to improve the interpretability of the information present in images for human viewers. A filtering 
approach is used to enhance the given MRI image . It involves a combination of median filter for the reduction of salt 
and pepper noise and high pass filtering performs image sharpening. The enhanced image is then segmented using 
maximum entropy based thresholding method which selects a threshold value that corresponds to maximum entropy 
between the lower and higher frequency bands. The frequency bands correspond to intensity levels of the object and 
background respectively. 
 
Thresholding  Operations Thresholding is a non-linear operation that converts a gray-scale image into a binary image 
where the two levels are assigned to pixels that are below or above the specified threshold value. You can apply a 
threshold to data directly from the command line, e.g.,myBinaryImage = myGrayImage > thresholdValue - 255 : 0It is 
however far more efficient to use the Image Threshold operation Image enhancement is the popular and the most widely 
known technique of image processing. Many images like medical images, satellite images, aerial images and even real 
life photography suffer from noise and poor contrast. Image enhancement algorithms offer a wide variety of approaches 
for modifying images to achieve visually acceptable images. The choice of such techniques is a function of the specific 
task, image content, observer characteristics, and viewing conditions. The point processing methods are most primitive, 
yet essential image processing operations and are used primarily for contrast enhancement techniques improve the quality 
of the image view, blurring, noise and increasing contrast and improve the borders and sharpness of the image.  
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Feature Extraction: is the combined process of feature extraction and selection which plays a vital role in brain image 
processing. The initial feature selection process minimized the dimensionality of the feature set, by doing this it takes 
minimum time for detecting as well as computational costs. Then to extract the best set of features from the raw dataset 
 
Pre-Processing Stage: In this phase image is enhanced in the way that finer details are improved and noise is removed 
from the image. Most commonly used enhancement and noise reduction techniques are implemented that can give best 
possible results. Enhancement will result in more prominent edges and a sharpened image is obtained, noise will be 
reduced thus reducing the blurring effect from the image. In addition to enhancement, image segmentation will also be 
applied. This improved and enhanced image will help in detecting edges and improving the quality of the overall 
image. Edge detection will lead to finding the exact location of tumor.[5]  
 
Image To Gray Scale:-An MRI image is chosen from the file to be processed. This image is converted to gray scale 
image. These images have shades of gray between 0 to 255, where 0 corresponds to black and 255 to white for instance 
 
Post-Processing Stage: In processing segmentation is done using following methods. 1) Threshold Segmentation: 
Threshold segmentation is one of the simplest segmentation methods. The input gray scale image is converted into a 
binary format. The method is based on a threshold value which will convert gray scale image into a binary image 
format. The main logic is the selection of a threshold value. [7],[9] 
 
Morphological Operators: After converting the image in the binary format, some morphological operations are 
applied on the converted binary image. The purpose of the morphological operators is to separate the tumor part of the 
image. Now only the tumor portion of the image is visible, shown as white color. This portion has the highest intensity 
than other regions of the image. Morphological operators are applied after the watershed segmentation. Some of the 
commands used in morphing  ow, we are going to talk about all steps for the proposed system for 
 
Performance Analysis: the works of deep learning CNN based classification techniques The factors involved in 
performance comparison AccuracyAccuracy: Accuracy is calculating the ratio of number of correct assessment to the 
total number of assessments. In the entire dataset initially the number of relevant images were extracted and compared 
to entire dataset by applying the belowmentioned formula in which data quality and errors were the important factors 
which are measure in terms of percentages(%). 

Accuracy=TN+TP/TN+TP+FN+FP 
 

 V. CONCLUSION 
 

In general computer vision tasks, attempts have been made to circumvent limited data by using smaller filters on deeper 
layers [47],with novel CNN architecture combinations [86], or hyper parameter optimization In adding up to deep learning 
algorithms, their applications are reviewed and compared by means of other machine learning methods. although deep neural 
networks achieve good performance on many tasksTo train and evaluate the CNN, we used  first deep CNN designed for the 
specific problem. Finally classify the performance (85.5%) demonstrated the potential of CNNs in analyzing lung patterns in 
this design. 
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