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ABSTRACT:The next-generation video coding standard of High-Efficiency Video coding (HEVC) is particularly 
economical for coding high-resolution video like 8K-ultra-high-definition (UHD) video. Fractional motion estimation 
in HEVC presents a major challenge in clock latency and area cost because it consumes quite 40 take advantage of the 
overall encoding time and therefore results in high computational quality. With aims at supporting 8K-UHD video 
applications, an efficient interpolation filter VLSI architecture for HEVC is proposed during this paper. Firstly, a 
replacement interpolation filter algorithm supported the 8-pixel interpolation unit is planned during this paper. It will 
save 19.7 business data processing time on the average with acceptable coding quality degradation. supported the 
planned algorithmic program, an efficient interpolation filter VLSI architecture, composed of a reused data path of 
interpolation, an efficient memory organization, and a reconfigurable pipeline interpolation filter engine, is given to 
scale back the implement hardware area and achieve high throughput. 
 
KEYWORDS: HEVC, Interpolation filter, VLSI,fractional motionestimation (FME). 

I. INTRODUCTION 
In multimedia system, there are several video coding standards such as], H.264/AVC [4], VC-1 [5], they are the source 
coding technology basis for digital multimedia applications. Despite of the emerging HEVC standard [6], H.264/AVC 
is the most mature video coding standard [4] [9]. China Audio and Video Coding Standard (AVS) is a new standard 
targeted for video and audio coding [7]. Its video part (AVS-P2) had been formally accepted as the Chinese national 
standard in 2006 [7]. Similar with MPEG-2, MPEG-4 and H. 264/AVC, AVS-P2 adopts block-based hybrid video 
coding framework. AVS achieves equivalent coding performance with H.264/AVC. There are different coding tools 
and features in different standards. However, the crucial technologies they employed are very similar with coincident 
framework. These similar standards are MPEG-like video standards.Ultra-high definition (UHD) video includes 4K 
(3840×2160) and 8K (7680×4320, also known as super Hi-vision) formats. By delivering 4 and 16 times of pixels per 
frame compared to today’s high definition (1920x1080), UHD videos offers remarkably enhanced visual experience 
and provides rich cues for stereoscopic feeling such as visual field angle, linear perspective, and texture gradient. The 
UHD is currently being promoted in the next-generation standard of digital television. To store and transmit the huge 
volume of UHD video data, efficient and real-time compression is essential. The latest video coding standards such as 
H.264/AVC and H.265/HEVC provide excellent compression ratio. However, the key compression algorithms, such as 
intra prediction and fractional motion estimation (FME), involve high computational complexity. Moreover, due to data 
dependency and the algorithm process, it is limited to apply the pipelining and parallel processing techniques in 
hardware design. The existing works proposed many architecture designs of intra prediction and FME, mainly targeting 
for 1080p HD or lower resolution videos. We cannot realize the UHD-throughput design by simply increasing times of 
previous architectures, since it leads to incredibly large hardware cost and high power for a chip. 
 
Intra prediction, which uses neighboring pixel values to predict the currently coding block, explores spatial redundancy 
of the video. Fig. 1 shows the H.264/AVC intra-frame encoding flow. Firstly, a prediction generator (PG) unit refers to 
reconstructed pixels of neighboring block to generate predictive pixels for each mode. The residues are then generated 
and transformed into coefficients. Based on a given cost function, the costs are calculated to perform mode decision. 
The quantization unit processes the coefficients of the best mode and outputs the results to both the inverse quantization 
unit and the entropy coding unit. The inverse quantization and inverse transform units translate quantized values back 
to residuals, which are used to reconstruct pixels for PG operation of the next block. The entropy coding unit encodes 
quantized values and mode information for bit-stream output. 
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Fig.1. H.264/AVC intra-frame encoding flow 

 

Fig.2. the H.264 intra prediction modes 

A.  Prediction Mode 
 
The prediction modes for luma component are categorized into three sizes. As shown in Fig. 2, both 4x4 and 8x8 
predictions contain eight directional and a DC modes, while 16x16 prediction has two directional (vertical and 
horizontal), a DC and a plane modes. The 16x16 pixels in an MB can be encoded as 16 predicted blocks with the 4x4 
mode, or four predicted blocks with the 8x8 mode, or just a predicted block with the 16x16 mode. In addition, four 8x8 
Chroma modes, which are similar to 16x16 luma modes, are adopted to predict the two Cb and Cr 8x8 blocks within an 
MB. 
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B.  Cost Function 
 

The optimal cost function for coding efficiency is the rate distortion optimization (RDO), which brings high 
computational complexity. In the hardware design that targets at real-time coding for high resolution videos, RDO 
leads to large hardware cost and power dissipation. For lower complexity, the sum of absolute transform difference 
(SATD) is commonly used in conventional designs. 
 
The cost of each mode is estimated with transformed coefficients. The computational formula is defined as follows: 
 

Cost = SATD + λ(QP).R…………………. (1) 

SATD = ∑∑|T(Cur− Pre)|……………….. (2) 

In (1), R is set to 0 for the most probable mode and to 4 for the other modes. The value of λ is a function of the 
quantization parameter (QP). In (2), T(x) can be either a Hadamard transform (HT) or an integer discrete cosine 
transforms (DCT). Cur and Pre denote the original and predictive pixels. In addition, the sum of absolute difference 
(SAD) cost function is also suitable for hardware design. It does not need to perform the transform operation, thus 
introduces the least complexity. 

II. RELATED WORK 
 

There have been many previous works focusing on designing efficient architecture for HEVC MC 
Interpolations.Huang proposed a high-throughput interpolation filter architecture with a prediction unit (PU)-adaptive 
filtering flow and a unified filter combining the eight-tap luma and four-tap chroma filters [11].But its hardware area is 
larger than the hardware cost proposed in this paper.  
 
In [12], a dedicated hardware accelerator for interpolation was presented. Although it could read 8 input samples and 
produce 64 output samples at each clock cycle, its area cost was huge. An efficient VLSI design which is composed of 
a reconfigurable filter, an optimized pipeline engine organization, and a filter reuse scheme for HEVC interpolation 
was proposed in [13]. This hardware is slower than the architecture proposed in this paper because it has restricted 
reconfigurability for filter data paths. In [14], a simplified fractional motion estimation (FME) architecture for field-
programmable gate arrays (FPGAs) is presented that processes only 8 × 8-sized blocks at the cost of a bit rate increase 
of 13 %. In [15], reconfigurable acceleration engines were developed in the interpolation filter hardware architecture to 
adapt to different filter types. In [16], a low-energy HEVC sub-pixel interpolation hardware for all PU sizes was 
proposed and Hcub multiplierless constant multiplication algorithm was used.To overcome the obstacles of the 
previous work, we proposed a fast interpolation filter algorithm and the corresponding hardware architecture in [18], 
which can save the encoding time and reduce the computational complexity of fractional motion estimation in HEVC. 

III. PROPOSED ALGORITHM 
 

Fractional motion estimation performs a half-pixel refinement about the integer search positions, and then a quarter-
pixel one is performed around the best half pixel position. In the interpolation algorithm, it is known that the quarter-
pixel interpolation processor needs to filter the results of the half-pixel horizontal interpolation in a vertical direction. 
If carrying out the interpolation process of a 64 × 64 CU, 2 × (64 + 1) × (64 + 8) × (8 + 6) = 131,040 bits RAM is 
required in total. The area cost will be huge for hardware implementation. In our design, a reused three-level 
architecture is proposed for half-pixel and quarter-pixel interpolations. With this structure, we would not need to store 
the intermediate results and thus can reduce the area cost for about 131,040 bits RAM.Fig.3 shows the data path of the 
interpolation processor. There are three horizontal filters (H_F1/4, H_F2/4, H_F3/4 in level 1) and eight vertical filters 
(V_F1/4, V_F2/4, V_F3/4 in level 2 and level 3) in the proposed three-level reused architecture. 
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There are three horizontal filters in the first level (level 1). For the half-pixel interpolation as shown in Fig. 3(a), the 
horizontal filter H_F2/4 is open and the other two are close in the first round. The half-pixel b0,0 (as seen in Fig. 1) is 
calculated by H_F2/4 from the integer pixel A 0,0 in the horizontal direction.For the quarter-pixel interpolation in the 
second round as shown in Fig.3 (b), the filtered results of pixels a 0, 0, b0,0, and c0,0 are calculated by the three 
horizontal filters in level 1 from the integer position A0,0. 

 
The second level (level 2) contains four vertical filters. They work just at the second round of the quarter-pixel 
interpolation process. The quarter pixels e0, 0 and p0, 0 are interpolated by the filters V_F1/4 and V_F3/4, respectively, 
from the pixel a0,0 in the vertical direction. Similarly, the quarter pixels g0, 0 and r0, 0 are interpolated, respectively, 
by the filters V_F1/4 and V_F3/4 from the pixel c0, 0 in the vertical direction.The last level (level 3) also contains four 
vertical filters. The difference between the four vertical filters in level 2 and level 3 is that the data inputs of the vertical 
filters in level 3 are not fixed. The filtered results of the half pixels h0,0 and j0,0 are calculated by the two vertical 
filters V_F2/4 from the pixels A0,0 and b0,0 at the first round of the half-pixel interpolation process. During the second 
round, the quarter pixels i0,0 and k0,0 are interpolated by the same two vertical filters from the pixels a0,0 and c0,0 
when the vertical component of the best half MV is not equal to zero. 

 
The interpolated results of quarter pixels d0,0 and n0,0 are calculated by the other two vertical filters V_F1/4 and 
V_F3/4 from the integer pixel A0,0 when the horizontal component of MV is equal to zero; otherwise, the quarter 
pixels f0,0 and q0,0 are interpolated by the same vertical filters V_F1/4 and V_F3/4 from the half pixel b0,0.From the 
above data path of the proposed interpolation filter architecture, it can be seen that all the horizontal and vertical filters 
in the process of half-pixel interpolation can be reused in the process of quarter-pixel interpolation. 

 

 
(a) 

 

 
(b) 

Fig. 3 The reused data path of interpolation filter. (a) First round: half-pixel interpolation.(b) Second 
round: quarter-pixel interpolation. The reused data path of the interpolation processor 
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a) The data path of the first round of interpolation processor for half-pixel interpolation. b) The data path of the second 
round of interpolation processor for quarter-pixel interpolation. H_F1/4, H_F2/4, and H_F3/4 in level 1 represent three 
horizontal filters. V_F1/4, V_F2/4, and V_F3/4 in level 2 and level 3 represent eight vertical filters. MUX represents 
multiplexer. 

IV. CONCLUSION 
 

In this paper, high-performance VLSI architecture forluma interpolation in HEVC is proposed and it is implemented 
with 37.2k gates at an operating frequencyof 240 MHz. It can support 8K-UHD (7680 ×4320)@78fps (4:2:0 format) 
real-time video processing.Our proposed architecture can be reused for halfpixel interpolation and quarter-pixel 
interpolation,and it diminishes the area cost of RAMwith the reused interpolation architecture. Our proposed 
architecture can accomplish high throughput forreal-time encoding of ultra-high-resolution videoswith reduced 
hardware resources and is specificallysuitable for 8K-UHD video real-time encoding 
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