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ABSTRACT: Pattern mining is an important research area in data mining and knowledge discovery. The data mining 
concept is used in the field of information filtering for generating user’s information needs from a collection of 
documents. Topic modelling has become one of the most popular probabilistic text modelling techniques that has been 
quickly accepted by machine learning and text mining communities. The most important contribution of topic 
modelling is that it can automatically classify documents in a collection by choosing a number of topics that represents 
every document with multiple topics and their corresponding distribution. Patterns are always more discriminative than 
single terms for describing the documents. Selection of the most discriminative and representative patterns from the 
huge amount of discovered patterns becomes crucial. Topic Modelling provide a suitable way to analyse large number 
of unclassified text. In Maximum Pattern Based Topic Modelling (MPBTM) user information represented in terms of 
pattern. In MPBTM semantic features of pattern is considered in the document modelling. Since here proposed an 
efficient ranking method, using MPBTM by semantically analyse the pattern. Open English NLP library used for 
filtering semantic meanings of patterns from the collections of topics.  The main features of the proposed model 
include: (1) Each topic is represented by patterns (2) For more information filtering, here proposed Open English 
2.0NLP(3) Give more accurate document modelling method for ranking. 
 
KEYWORDS: Information filtering, Topic model, Pattern mining, Maximum matched pattern, User interest model, 
semantic matching feature with multiple topics 
 

I. INTRODUCTION 
 

To create user interest document representation by using information filtering i.e. remove or delete unwanted 
document and create user interested document that is main aim of information filtering. Many information filtering 
model are term based and pattern based string based that all are tradition model use for IF.  Term based information 
filtering has advantage of efficient computational performance and mature theories for term weight. But it suffers from 
problem of Polysemy and synonymy. Here one term generates many meaning and term may be repeated in main 
document. Term based model have some limitation then pattern based model can be used to generate pattern based 
topic representation since patterns carry more semantic meaning than terms. Also, data mining has developed some 
techniques (i.e., maximal patterns, closed patterns and master patterns) for removing the redundant and noisy patterns 
from the pattern based topic representation. In pattern based approach, patterns are used by meaningfully represented 
topics rather than single words. Specifically, the patterns are generated from the words in the word-based topic 
representations of a traditional topic model such as the LDA model.  
 

The assumption of all these data mining and text mining techniques is that the user’s interest is only related to 
a single topic. However, in reality this is not necessarily the case. For example “Apple”, in that it may be related to 
many topic that is price, fruit, smart phone, company location all that. Sometimes new document may arrive at that 
time and the user interest may change. So in this paper we are going to focus on user interest model on multiple topic 
rather than single topic. 
 

Topic modelling [1], [2] has become one of the most popular probabilistic text modelling techniques, and has 
been quickly accepted by machine learning and text mining communities. The most inspiring contribution of topic 
modelling is that it automatically classifies the documents in a collection by a number of topics and represents every 
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document with multiple topics and their corresponding distribution.  There are different method are used for topic 
representation which are PLSA [3] and LDA [4] that generate multiple topic and distribution of topic. But this topic 
model suffers from two main problems. First problem is limited number of topic that is predefined which is insufficient 
for document representation. Second problem is, word model always generate frequent word set which some word have 
meaning and some are not useful for document representation. In pattern based topic model, which has been utilized in 
IF [5], can be considered as a ”Post-LDA” model based on the patterns are generated from the topic representations of 
the LDA model. Patterns can represent more specific meanings than single words. By comparing the word-based topic 
model with pattern-based topic models, the pattern based model can be used to represent the semantic content of the 
user’s documents more accurately than word based document. However, very often the number of patterns in some of 
the topics can be huge and many of the patterns are not enough to represent specific topics. We use Maximum Pattern 
Based Topic Model (MPBTM) to select the most representative and discriminative patterns. There are called Maximum 
matched Patterns which represent topics instead of using frequent Patterns. MPBTM is used for document 
representation and document relevance ranking. The patterns in the MPBTM are well structured so that the maximum 
matched patterns can be efficiently and effectively selected to represent the documents and ranking them, but it does 
not consider semantic meaning of pattern from the collection of topics from the document modelling. Here we propose 
an efficient ranking method, using MPBTM by considering semantic meaning of the pattern from collection of topics. 
This project proposes to overcome the limitation of existing system by using Natural Language Processing Natural 
language processing (NLP), i.e., the open English NLP 2.0 library used in enhanced LDA algorithm for filtering 
semantic meanings of patterns from the collections of topics. 

 
II. RELATED WORK 

 
  Information filtering deals with the delivery of user interested information from a collection of information. 

An information filtering system assists the users by filtering the data source and avoiding the irrelevant information and 
also delivers relevant information to the users. When the delivered information comes in the form of suggestions an 
information filtering system is called a recommender system. Because users have different interests the information 
filtering system must be personalized to accomplish the individual user's interests. This requires the gathering of 
feedback from the user in order to make a user profile of the preferences. Two major approaches exist for information 
filtering: content-based filtering and collaborative filtering system. A content-based filtering system selects items based 
on the correlation between the content of the items and the user's preferences, while a collaborative filtering system 
chooses items based on the correlation between people with similar preferences. 
   In Y. Cao, J. Xu’ s “Adapting ranking SVM to document retrieval”[6] proposed the document filtering can be 
regarded as a classification task or a ranking task. Methods, such as Naive Bayes, kNN and SVM, assign binary 
decisions to documents (relevant or irrelevant) as a special type of classification. The relevance of a document can be 
modelled based on various approaches that primarily include a term-based model, a pattern-based model a probabilistic 
model and a language model. 

 In S. Robertson’s “Simple BM25 Extension to Multiple Weighted Fields” [7] describes a simple way of 
adapting the BM25 ranking formula to deal with structured documents. In the past it has been common to compute 
scores for the individual field (eg: title, body) independently and then combine these scores to arrive at a final score for 
the document ranking. This paper propose much more intuitive alternative which weight term frequency before the 
nonlinear term frequency saturation function applied. In this scheme, a structured document with a title weight of two is 
mapped to an unstructured document which is then ranked in the usual way. Robertson demonstrates the advantage of 
this method with experiments on Reaturs vol1and TRECdotGor collections. 

In Bastide’s “Mining frequent pattern with counting inference” [8] proposes a mining frequent pattern from 
the pattern set. The algorithm PASCAL which introduce a novel optimization of the well known algorithm Apriori. 
This optimization is based on the strategy called pattern counting inference that relies on the concept of key pattern. 
Experimental results have shown that without accessing the database the support of frequent non-key patterns can be 
inferred from frequent key patterns. 

 
III. EXISTING SYSTEM STUDY 

 
 Topic modelling is a text modelling technique that divides the whole documents into number of topics. It can 

represent every document with number of topics and their corresponding distribution. PLSA and LDA are the most 
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commonly used topic modelling technique. Patterns are used to represent the topics meaningfully than the single words 
through combining the topic model with pattern mining technique. 

   In this system Maximum Matched Pattern Based Topic Modelling is used for ranking the new incoming 
documents. It is an integrated data mining technique with statistical topic modelling, that is used to represent 
documents and document collections based on a pattern based topics. In this system we consider of users interest with 
multiple topics rather than a single topic. In MPBTM topic preference of each document or document collection is 
described by the topic distribution. In the existing system a structured pattern based topic representation in which 
patterns are arranged in the form of groups, called equivalence classes based on their statistical features. The Maximum 
matched patterns which are the largest pattern in each equivalence class that exist in the incoming documents. . 
Frequency of patterns in each equivalence class is the same and MMPS are calculated for relevance of new incoming 
documents. The maximum matched patterns are the most representative and discriminative patterns to determine the 
relevance of the incoming documents 

 
IV. PROPOSED SYSTEM METHOD 

 
Topic modelling has become one of the most popular probabilistic text modelling techniques, and has been 

quickly accepted by machine learning and text mining communities. The most contribution of topic modelling is that it 
automatically classifies documents in a collection by a number of topics and represents every document with multiple 
topics and their corresponding distribution. Two representative approaches are Probabilistic Latent Semantic Analysis 
(PLSA) and LDA. Here we propose a promising way to meaningfully represent topics by using patterns rather than 
using single words through combining topic models with pattern mining techniques. Specifically, the patterns are 
generated from the words in the word-based topic representations of a traditional topic model such as the LDA model. 
LDA based on sample occurrence and co-occurrence of the words in the documents. 

 
Maximum Matched Patterns (MPBTM), the patterns which represent user interests are not only grouped in 

terms of topics, but also partitioned based on equivalence classes in each topic group. The patterns in different groups 
or different equivalence classes have different meanings and distinct properties. The patterns in the MPBTM are well 
structured so that the maximum matched patterns can be efficiently and effectively selected and used to represent and 
rank documents. But it does not consider semantic meaning of pattern from the collection of topics while in the 
document ranking. . An efficient ranking method, using MPBTM considers semantic meaning of the pattern from 
collection of topics. This project proposes a way to overcome the limitation of existing system by using Natural 
Language Processing Natural language processing (NLP), i.e., the open English NLP 2.0 library used in enhanced LDA 
algorithm for filtering semantic meanings of patterns from the collections of topics. 

 
 
 

Fig. 1. Proposed system Block Diagram 
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The proposed model represents topics using patterns with structural characteristics which make it possible to 
interpret the topics with semantic meanings. As with existing topic models, the proposed model is application 
independent and can be applied to various domains. Information filtering (IF) is a system that removes redundant or 
unwanted information from an information or document stream based on document representations which represent 
user's interests. The input data of IF is usually a collection of documents that a user is interested, which represent the 
user's long-term interests often called the user's profile. As mentioned before, user's information needs usually involve 
multiple topics. Hence, the proposed pattern-based topic modelling is applied to extract long-term user's interest 
through IF. In filtering phase the relevance of new incoming document based on semantic based topic filtering is 
estimated. 

 
A. LATENT DIRICHLET ALLOCATION  

                  LDA is the most commonly used topic modelling algorithm that discover the hidden topics from collection 
of documents. Here each discovered topic is represented as distribution over words. LDA discover the hidden topics 
from the document set by using the word that appears in each document. Let D = {d1, d2, ..., dm} be the collection of 
documents and the total number of documents in the collection be ‘m’. LDA is applied to the whole documents for 
dividing it into specified number of topics. The main idea behind LDA is under the assumption of each document is 
considered to contain multiple topics and each topic can be defined as distribution over words.  
  The LDA model are represented by using two levels, document level and collection level. At document level each 
document di from the document set is represented by topic distribution θdi  = (ϑdi ,1, ϑdi ,2, ...., ϑdi ,V) ,V is the number of 
topics. At collection level the document set is represented as D. Each document is represented by a probability 
distribution over words, ɸj for topic j. Overall we have ɸ = {ɸ1, ɸ2, . . . ,ɸv} for all topics. LDA model also generates the 
word topic assignment apart from these two levels of representation, that is the word occurrence is considered related to 
the topics. 
  The topic distribution over the whole document collection D can be calculated from the LDA model, ɸ D = (ϑD,1, ϑD,2 , 
. . . , ϑD,V), where ϑD, j indicates the importance degree of the topic Zj in the collection D.  The most important 
contribution of LDA model is that the topic representation using word distribution and the document representation 
using topic representation. The topic representation indicates which words are important to which topic and document 
representation indicates which topics are important to which document. LDA can learn topics from the collection of 
documents and decompose the documents according to the topics.   Various methods are utilized for new incoming 
documents to situating the content in terms of trained topics. In this paper we use a pattern based topic model to 
represent documents and propose an accurate ranking method that determines the relevance of new incoming 
documents.   
 

 
  

Fig. 2. Example Results of LDA 
 

B. PATTERN ENHANCED LDA 
 
Pattern based representation overcome the limitations of word based representation, which provide an accurate 

method for represent documents. Moreover in pattern-based representation the structural information is provided by the 
association among the words. In order to discover semantically meaningful pattern from the document set for 
representing the topics and documents, two steps are proposed: 

(1)Construct a new transactional dataset from the LDA outcomes of the document collection D. 
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(2)Generate pattern based representations from the transactional dataset to represent user needs. 
 

1. Construct Transactional Dataset 
Let Rdi ,zj represent the word-topic assignment for topic Zj in  the document di. Rdi;Zj is a sequence of words assigned to 
topic Zj. In figure 2 the whole document is divided into four topics.  For applying LDA the number of topics is 
specified by the user.  The words under each topic occurs in each document is called topical document transaction. 
Topical document transaction (TDT) is set of words without any duplicates. For all the word-topic assignments Rdi;Zj to 
Zj , we can construct a transactional dataset Гj. Let D = {d1, . . . , dM} be the original document collection, the 
transactional dataset Гj for topic Zj is defined as Гj = {I1j; I2j ; . . . ; IMj}. Where Iij  is the set of words which occur in 
Rdi,Zj. Iij called a topical document transaction. For each of the topics in D, we can construct V transactional datasets (Г1, 
Г2 , . . . , Гv). An example of transactional dataset is illustrated in Figure 3, which is generated from Figure 2. 
 

 
 

Fig. 3. Topical Document transaction 
2. Generate Pattern based Representation  

In the proposed pattern based method frequent patterns generated from each transactional dataset Гj is used to represent 
Zj. Patterns is the set of related words. For a given minimal support threshold σ, an itemset X in Гj is frequent if and 
only if supp(X) >= σ, where supp(X) is the support of X which is the number of transactions in Гj that contain X. 
Minimal support threshold is specified by the user. The itemset frequency ‘X’ is defined as 		ୗ୳୮୮(୶)

|Г୨|	
 . 

 

 
Fig. 4. The frequent patterns for topic 0, σ = 2 

  
The set of all frequent pattern are represented the topic Zj, denoted as Xzi = { Xi1, X12, . . . , Ximi } , where mi is the         
total number of patterns in Xzi and v is the total number of topics. For a minimal support threshold σ =2 all frequent 
pattern generated from Figure 3 are given in Figure 4 
 
PATTERN EQUIVALENCE CLASS 
The number of frequent pattern obtained from the previous stage is considerably large and many of them are not 
necessarily useful. Several concise patterns have been proposed to represent useful patterns instead of frequent patterns 
generated from a large dataset such as maximal patterns and closed patterns. For a dataset the number of the concise 
patterns is significantly smaller than the number of frequent patterns generated.  
Let EC1 and EC2 be two different equivalence classes of the same transactional dataset. Then EC1 ∩ EC2 = ɸ which 
means that the equivalence classes are exclusive of each other. 
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Fig. 5. The equivalence classes in topic 1 

 
There are two pertaining parts used in the proposed model. The training part used to generate user interest model from 
collection of training document and filtering part determine the relevance of new incoming document. In the proposed 
model check the semantic meaning of pattern by using open NLP library. 
 

C. TOPIC-BASED DOCUMENT RELEVANCE RANKING 
The patterns that appearing in one equivalence class are same depending on their statistical significance. The 

difference among them is their size. If longer pattern and shorter pattern that appear in same equivalence class of a 
document simultaneously, then the shorter one become insignificant since it also covered by longer one and it has the 
same statistical significance of the longer one. 
 A new ranking method is proposed to filter out irrelevant document from a set of document based on the users 
information needs. In this paper, for a new incoming document d, the basic way to determine the relevance of ‘d’ based 
on the users interest is firstly to  identify maximum matched pattern in d which match some patterns in the topic based 
users interest model and estimate the relevance of ‘d’ based on the users topic interest distribution and also considering 
the semantic features of pattern.  Here we not only consider the maximum matched patterns but also consider semantic 
meaning of pattern for estimate the relevance of new documents. Semantic meaning of pattern is computed by using 
open NLP library.  
 

 
 

Fig. 6. Document Relevance Ranking 
 

The significance of one pattern is determined not only from their statistical significance, but also its size is 
considered, since the size of the pattern indicates the specificity level. In Figure 6 shows the ranked document from a 
document collection. Total weight is referred to as rank of the document. Equivalence class document frequency is 
computed by dividing the minimum occurrence of a pattern in each equivalence class by the total number of words in 
each document. 

For an incoming document d, the relevance ranking of d denoted as RankE(d), is estimated by the following 
equation: 

RankE(d) = ∑ ∑ 	݆݇݀ܥܯ│
௡௝
௞ୀଵ

௩
௝ୀଵ │0.5 * δ (	ܥܯ ݆݀݇, d) * fjk  *  ʋD,j                    (1) 
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Where v is the total number of topics, ݆݇݀ܥܯ is the maximum matched patterns to equivalence class ECjk, k = 1 , . . ., nj 

and fj1, . . ., fjnj  is the corresponding statistical significance of the equivalence classes, ʋD,j is the topic distribution, and  
  

 δ(x,d) =	ቄ 	ݔ	݂݅			1 ∊ ݀										
 {													݁ݏ݅ݓݎℎ݁ݐ݋	0					

 
 E. ALGORITHMS 
The proposed model is implemented by using two algorithms: user profiling, that is used to generating user interest 
model and document filtering is used to estimate the relevance of new incoming document. By using user profiling 
algorithm, users information needs are represented by using pattern based topic representation. 
 
Algorithm 1. User Profiling 
 
Input: collection of positive training document D; minimum support σj as threshold for topic                                                      
Zj; number of topics v 
Output: UE  = { E(Z1), . . ., E(ZV)} 
1: Generate topic representation ɸ and word-topic assignment zd,i by applying LDA to D 
2: UE = Ø 
3: for each topic Zj ∊	[Z1, ZV] do 
4: Construct transactional dataset Гj based on ɸ and zd,i  
5: Construct user interest model xzj for topic zj using a pattern mining technique so that for    each pattern X in Xzj , 
supp(X) > σj 
6: Construct equivalence class E(Zj ) from Xzj  
7: UE = UE ∪ { E(Zj) } 
8: end for 
 
Algorithm 2. Document Filtering 
 
Input: user interest model UE = { E(Z1), . . ., E(ZV)}, a list of incoming document Din 
Output: rankE(d), d	∊ Din 
1: rank(d) = 0 
2: for each d ∊ Din do 
3:   for each topic Zj ∊ [Z1, Zv] do 
4:    for each equivalence class ECjk ∊ E(Zj) do 

5:     scan ECk,j and find maximum matched pattern	ܥܯ ݆݀݇    which exists in d 

6:     update rankE (d) using equation(1) 

7:      rank(d) := rank(d) + │0.5│  ݆݇݀ܥܯ * fjk *  ʋD,j * uniform distribution * equivalent class  frequency 

8:       end for 
9:      end for 
10:  end for 
 

V. EXPERIMENTAL RESULTS 
 
In the proposed system the new incoming documents are ranked by using semantic pattern based detection method as 
shown in Fig.1. In the proposed system initially apply LDA to the set of loading documents. In Fig. 2 shows the results 
after applying LDA to the documents. LDA finds the hidden topics from the document set. The next step is to 
determine the topical document transaction (TDT) as in Fig. 3. TDT is the words under each topic that occurs in each 
of document. Next step is to determine the frequent pattern under each of the topic. Frequent pattern is the pattern that 
satisfies the minimal support threshold value. Fig. 4 shows the frequent patterns for topic 0. The next step is to 
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determine the equivalent classes in each topic as shown in Fig.5. Equivalent classes are the super class of the frequent 
pattern. Finally the new incoming documents are ranked depending on the equivalent class as shown in Fig.6.  

 
In training stage, for different document collection the number of topics involved in the collections is different. 
Therefore the selection of appropriate number of topics in the LDA stage is important. In the proposed method 
maximum matched pattern is increased since the rank of document is also increases.  
 
 

                                                                
 
 

Fig. 7. Comparison of proposed MPBTM with existing method 
 

Fig.7 shows difference among the proposed MPBTM with existing MPBTM. Testing size indicates the total number of 
documents to be tested. In the proposed method maximum matched pattern will be increased. For example , 17 
document is tested for ranking ,then the maximum matched pattern in the old method will be 28 and new method have 
118. By using proposed method rank of the testing document will be increased. From the figure we can see proposed 
model is best among all models. 

 
VI. CONCUSION 

 
This presents an innovative pattern enhanced topic model for information filtering including user interest modelling 
and document relevance ranking. The proposed MPBTM model generates pattern enhanced topic representations to 
model user's interest’s across multiple topics. In the filtering stage, the MPBTM selects maximum matched patterns, 
instead of using all discovered patterns, for estimating the relevance of incoming documents. The proposed approach 
incorporates the semantic structure from topic modelling and the statistical relevant method from the most 
representative patterns. The proposed model introduces the Open English NLP 2.0 on the enhanced LDA models for 
retrieving semantic meaning of patterns. 

The proposed model automatically generates discriminative and semantic rich representations for modelling 
topics and documents by combining statistical relevant topic modelling techniques and data mining techniques. The 
technique not only can be used for information filtering, but also can be applied to many content-based feature 
extraction and modelling tasks. Proposed model demonstrates excellent strength on document modelling relevance 
ranking.  
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