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ABSTRACT: To do pattern recognition, this dataset is often used. It contains data about the various residences in 

Boston based on factors such as crime, taxation, and the amount of rooms. We'll make use of the Housing dataset, 

which contains data on various Boston-area residences. The UCI Machine Learning Repository no longer contains this 

data, which was formerly available there. Alternatively, we may utilise the scikit-learn library. There are 506 examples 

in this dataset, each with a unique collection of 13 variables. The objective is to estimate the house's value based on the 

information you have. The value of one variable is predicted based on the value of another variable using linear 

regression analysis. House prices are predicted based on this concept. 

KEYWORDS: Pattern Recognition, UCI Machine Learning Repository, Scikit-Learn Library. 

 

I. INTRODUCTION 

 

Artificial intelligence is a method that lets machines act like humans by simulating their roles and types. Artificial 

Intelligence tries to figure out how machines can learn new skills through training. The machines change how they act 

based on the new information they receive. They do this by transforming large amounts of information and looking for 

patterns in them. Machine learning and deep learning are parts of artificial intelligence that use statistical methods to 

help machines learn and get better. Machine learning tells computers how to learn beyond what they were designed to 

do. Deep Learning is a branch of Machine Learning that makes it possible to use computers to work with neural 

networks with many layers. 

Classification: To analyse and then predict, it's important to put the data into groups. The training data are used to 

create a model that sorts data into classes that have already been set up. This is called being "supervised" to learn. 

Supervised Learning is the process of putting a set of input variables (X) and a set of output variables (Y) together (Y). 

This algorithm is used to figure out the function that maps the input to the output. 

Regression and classification are the two models of supervised learning that already exist. A company that looks at real 

estate has information about how much apartments in Boston cost. This information includes things like the crime rate, 

the number of people, how easy it is to get to, etc. The company decides how much the new apartments will cost based 

on the data it gets. A linear regression model can be used to figure this out. Regression: Unlike classification, 

regression gives you numeric data with values that don't change. Using Regression analysis, it looks for the best 

structure to find labels that are the same as those in a multi-label classification. A variable that needs to be predicted or 

explained is called a "dependent variable." An Independent Variable is a variable that has nothing to do with the 

dependent variable. Regression is figuring out what a number will be based on what you give it. Regression has been 

tried out in different fields of use. 
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II. LITERATURE SURVEY 

 

Classification and making predictions are the most common and difficult ways to get accurate results from class labels. 

Deep learning makes it possible to use higher layers of computation in neural networks in the real world. This is a very 

powerful thing. Deep Learning works by using a process of detection with a nonlinear relationship between dependent 

and independent variables [2]. Normal data mining systems, such as Neural Network, are another real-world method 

used in educational data mining. The best thing about the neural network is that it can show all possible connections 

between predictor variables [3]. This was thought to be the best way to make a prediction. 

When people are looking to buy a house, they are very interested in how the price of houses goes up and down. Even 

though it takes a long time to look at real estate, most buyers are sometimes unwilling to pay high prices. To figure out 

and explain these kinds of problems, systematic prediction information has been given about rates of inconsistency. 

Changes in the way technology is used, how to predict them, and how to find them anywhere in the world can all be 

done through research while sitting at home and not using any business apps [4]. The most important thing that the 

fundamental search of housing price looks at is how housing prices affect price levels and growth rates [5]. The time 

series method also affects the tendency of house price predictions from a statistical and analytical point of view. 

 

System Design 

 

Fig:FlowDiagram 

The project's flow chart is shown in the picture above. The steps are briefly explained here: 

Data Collection 

Getting data for a project depends on what kind of project it is. For ML projects, real-time data is used. The data 

set can come from many different places, like a file, a database, a sensor, or another source. Some free data sets 

can also be found on the internet and used. The most popular places to get data for Machine Learning models are 

Kaggle and UCI Machine Learning Repository. Kaggle is one of the most popular places where data sets are 

collected. 

Pre-processing 

Data pre-processing is the process of cleaning the raw data, which means that the data is collected in the real world and 

turned into a clean data set. Data pre-processing is the part of the process where steps are taken to turn the data into a 
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small, clean set of data that can be used for analysis. 

Most real-world information is messy, such as: 

 

 MissingData 

 NoisyData 

 Inconsistent Data 

 

Some basic pre-processing methods that can be used to turn raw data into usable information are: 

 

 ConversionofData 

 Ignoringthemissingvalues 

 Fillingthemissingvalues 

 Detectionofoutliers 

 

FeatureExtraction 

Data that is too large for an algorithm to analyse may be broken down into smaller characteristics, making it easier to 

process and more efficient. "Feature selection" refers to the process of deciding which features to include in the first 

place. It is important that all essential information from the input data be included in the chosen features so that the 

intended job may be completed without having to use the whole original data set. To explain a large dataset, feature 

extraction reduces the amount of resources required. The quantity of variables involved in sophisticated data analysis is 

one of the largest challenges. Memory and computing power are often required for complex data analysis. It may also 

lead to an overfitting of a classification system to the training samples, resulting in poor performance on fresh data. 

ModelSelection 

Selecting a final machine learning model from among a collection of candidate models is called model selection. With 

various kinds of models and with models of the same type that contain varying model hyper parameters, model 

selection may be employed. 

There are different kinds of classification models: 

 

 K-NearestNeighbor 

 NaiveBayes 

 DecisionTrees/RandomForest 

 SupportVectorMachine 

 LinearRegression 

 

Trainand Test Data 

When training a model, we first divide it into two parts called "Training data" and "Testing data." The "training 

data set" is used to teach the classifier how to work, and the "test data set" is used to see how well it works. 

Training set: The training set is what a computer uses to learn how to handle information. The training part of 
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machine learning is done by algorithms. 

 The training data set is used to learn and adjust the classifier's settings. 

 Test set:Aset ofunseendata usedonlyto assess the performance ofa fully-specified classifier. 

Evaluation 

Model evaluation is a key part of the process of making a model. It helps figure out which model best fits the 

data and how well the model chosen will work in the future. You can tune the model's hyperparameters and 

improve its accuracy to make it better. By adding more true positives and true negatives, the confusion matrix 

can be used to make things better. The output is predicted by looking at both the input and output test data. The 

output is then shown. 

 

AlgorithmsIdentified 

According to the instructions for our paper, we chose the following classification model to get correct results. 

LinearRegression 

The algorithm for machine learning In Linear Regression, supervised learning is the foundation. It performs a 

process known as regression. Regression models a goal prediction value using the independent variables. It is 

mostly used for inferring relationships and making predictions between several variables. Various aspects of 

regression modelling, such as the kind of connection between dependent and independent variables and the 

number of independent variables, are taken into consideration while developing a model.[7] 

 

Fig: Linear Regression Sample[7] 

In the picture above, X is the person's work experience and Y is their salary. Our model fits best with the 

regression line. 

III. RESULTS AND DISCUSSION 

Prior to training the model, exploratory data analysis is crucial. In this part, we'll utilise images to illustrate the 

relationship between the target variable and its neighbours. 

Let's first take a look at the distribution of the target variable MEDV. We will utilise the distplot function of the 

seaborn library. 
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Fig: Histogramshowingthedistributionoftargetvalues 

Thefigureaboveshowsthedistributionoftargetvaluesusinghistogram.Medianvalueofthe house and the population 

density are considered here. 

 

 

Fig: Heat map function from sea born to plot correlation matrix 

The heatmap function is shown in the picture above. For each value to be plotted, a heatmap has values that 
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show different shades of the same colour. Most of the time, the darker colours on a chart show values that are 

higher than the lighter colours. For a very different value, you can also use a different colour. We can see that 

the values of MEDV aren't too far out of the norm. Based on what we've seen so far, our features will be RM 

and LSTAT. Let's see how these things change with MEDV by making a scatter plot. 

 

 

Fig: Python Codeandits Resulting Scatterplot 

The figure above shows the scatterplot. A scatter plot is a diagram where each value in the data set is 

represented by a dot. In the above code we use for plotting 2 features LSTAT and RM. 

 

Fig: Python Code for training and testing and its Result 

 

The figure above shows how the dataset was trained and tested. Testing and training are needed to get the process just 

right. RMSE shows how close the data points are to the line of best fit. R2 score shows how much of the change in the 

dependent variable can be predicted from the change in the independent variable (s). 
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Fig:Plottingthey_testv/sy_pred 

 

Fromthe figureabovewecanhavethe followingobservations: 

 

 As the value of RM rises, so do the prices. To my knowledge, the data seems to have been 

restricted at 50. 

 Increasing the LSTAT has the effect of lowering prices. Even if it doesn't seem to be 

following a linear path, it does. 

 

IV. CONCLUSION 

In this day and age of "big data," the Boston housing dataset is small. But there was a time when it was very 

hard to get your hands on neatly organised and labelled data, so a public dataset like this was very useful to 

researchers. Even though we now have a lot of datasets to choose from thanks to things like Kaggle and open 

government initiatives, this one is still a mainstay of machine learning practise. Regression analysis is more 

flexible and can be used in many different ways. In this project, we used linear regression on a set of data about 

homes in Boston. 
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