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ABSTRACT:  Over years breast cancer has proven to be a major health problem in women.It is essential to treat breast 
cancer at its early stage so as to detect it successfully and reduce mortality. For this mammography is the essential 
diagnostic test for breast cancer tumor screenings wherein high-quality images with low x-ray dose are used to image 
the breast(s).As this disease presents immense danger it becomes necessary to build a Computer Aided 
Diagnosis(CAD) system to improve the accuracy of the diagnosis. This paper has proposed such a system. The 
developed method has the following four steps: pre-processing mammographic input for image enhancement, 
segmentation to detect Region of interest for breast abnormalities, then features are extracted and finally the 
mammographic image is classified. 
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I. INTRODUCTION 
 
Breast cancer is the second frequently diagnosed cancer among women, especially in developed countries. In western 
countries about 53%-92% of the population has this disease [1]. Though breast cancer leads to death, early detection of 
breast cancer can increase the survival rate. The current diagnostic method for early detection of breast cancer is 
mammography. Mammography still remains the vital screening tool as it represents the most effective, low-cost and 
highly sensitive technique allowing the detection of a breast cancer at its initial stage. The mammograms are checked 
by the radiologist with the aim of detecting the abnormalities, but the complex structures and the signs of early disease 
are very small and subtle. It represents an abnormal cancer mass or microcalcifications. Microcalcifications (MC) are 
very tiny bits of calcium salt, and they may be present in clusters or in patterns and are associated with extra cell 
activity in breast tissue [1]. Usually the extra cell growth is not cancerous, but sometimes tight clusters of 
microcalcification can represent early breast cancer. MC in the breast shows up as white speckles on breast 
Mammograms. The calcifications are small; usually varying from 100 micrometer to 300 micrometer, but in reality 
may be as large as 2mm. It is very difficult to detect the microcalcifications in the mammogram, when more than 10 
calcifications are clustered together, it becomes much easier to diagnose the disease. But the vitality still depends upon 
the stage at which the cancer is detected. Hence, any MC formation must be detected at the benign(initial) stage. A 
Computer Aided Diagnosis (CAD) system is used to inspect MC clusters. Various algorithms have been developed for 
automatic detection of breast cancer in mammographic images of breast(s). And finally, the features extracted from 
mammographic images are used to detect cancer. 
 

II. RELATED WORKS 
 
There are many methods of MCs and mass detection in MGs, mainly including traditional image processing methods, 
such as filtering, threshold algorithms, neural network, SVM, etc. In the breast area was first segmented via 
morphological filtering and thresholding algorithm, then, the difference image between the enhanced image and the 

http://www.ijircce.com


                    

                   
                     ISSN(Online):  2320-9801 
                ISSN (Print) :  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 
Vol. 6, Issue 2, February 2018 

 

Copyright to IJIRCCE                                                                DOI: 10.15680/IJIRCCE.2018.0602011                                         750                             

  

noise-suppressed one in the breast area was employed for MCs segmentation of this difference image by classification 
based on the neural network classifier. According to Breast Imaging Reporting and Data System of the American 
Radiology College , the characterizations of MCs include different parameters depending on size,shape and distribution 
properties. Currently, the descriptions of the extraction area are mainly gray features, shape features and texture 
features. Gray features reflect the density of breast tissue and contrast between the lesion and surrounding tissue. The 
commonly used features are the mean value, the variance, the contrast, etc. Kinoshita S.K. et al calculated the 
histogram statistical characters of the breast area, including mean, variance, skewness, kurtosis and entropy. They used 
particle size character to describe the structures distribution of the different size, and the Leyden domain 
characterization to describe the distribution of linear structure. The feature space describing the MGs is often large and 
complex. Therefore, feature selection is an essential work. The common methods in feature selection include PCA, 
linear decision analysis, logistic regression, backward selection, one dimensional analysis and genetic algorithms. 
Important part of the CAD system is a classification step. In literature, there are also described many classification 
methods, including linear discriminant analysis, artificial neural network, Bayesian methods,rule-base
detection methods, decision tree, and mixed classification methods, etc. Rangayyan et al. proposed the use of shape 
factors and edge acutance for the classification of manually segmented masses as benign or malignant, and speculated 
or circumscribed, finally obtaining an overall classification accuracy of 95% on a database of 54 MGs.They obtained a 
sensitivity of 91% with 3.2 false positives per image in the training phase. Jian, W. et al. extracted manually 25 
abnormal ROIs according to the center and diameter of the lesions and 25 normal ROIs selected randomly. Then, MCs 
were segmented by combining space and frequency domain techniques . Afterwards, three texture features based on 
wavelet (Haar, DB4, DT-CWT) were extracted. Systems for CAD have been designed with the aim of assisting 
radiologists in the analysis of MGs with purpose to increase the accuracy of diagnosis, as well as to improve the 
consistency of interpretation of images via the use of the computer’s results as a reference. The results of computer-
based image processing and CAD could also be useful in addressing other limitations in visual interpretation of MGs 
due to poor quality and low contrast of the images, superposition of breast structures due to the projection nature of 
MGs, visual fatigue in the screening context, and environmental distraction. It has been shown that double reading 
(interpretation of each MG exam by two radiologists) can increase the accuracy of diagnosis: the suggested use of CAD 
systems also includes the role as a second reader. Nevertheless, it is difficult to achieve high accuracy in deriving 
measures of breast tissue density due to intrinsic difficulties with MG images; furthermore, the estimates provided by 
radiologists based upon visual analysis are subjective. An approach to address the problems mentioned above is to 
realize unsupervised and automatic classification of images through the characterization of similarity based upon breast 
tissue density. Such a classification permits quantitative evaluation of the similarity of images independent of 
subjective factors. Usually such systems may involve three principal steps: (i) segmentation; (ii) parameter extraction 
and selection of the segmented lesions; (iii) lesions classification. In this study, we try to develop full automatic breast 
cancer lesions detection system. Figure 1 presents block diagram of the designed CAD system. 
 
Approach for Breast Cancer Detection: The proposed modelincludes the layout of the functioning of the CAD 
system. It includes capturing a mammographic image. Pre-processing is done to enhance the image. Later it segments 
the suspicious mass region(s) that might contain malignant mass [1]. Feature extraction grabs the features of the image 
which include the texture features based on the Gray level scheme [1]. Finally, the classification of the mass region is 
done so as to distinguish it as normal or abnormal mass. After distinguishing results are brought upon and discussion is 
done keeping in account the case study. The proposed model is shown in Fig. 1.1. 
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Fig 1.1 Model of Mammography for Cancer Detection 
 

III. CAD SYSTEM 
 
As breast cancer is the first cause of death among women, it has been proved that early diagnosis is the most efficient 
way to defeat the disease. Many studies show that double reading by two radiologists improves sensitivity up to 15% 
[2]. Unfortunately, due to the high cost, it is not always possible to have two radiologists in a radiological centre. 
Therefore, in recent years several computerized systems have been developed to aid radiologists working in 
mammography to reach a correct diagnosis. The main goal of this Computer-Aided Detection (CAD) systems is to 
focus the radiologist’s attention on suspicious areas [2]. Preliminary studies have demonstrated that their use can lead 
to a more significant perception of abnormalities, with an increment in sensitivity[3]. Computer-aided detection (CAD) 
systems apply image processing and pattern recognition technique to detect and classify abnormalities in 
mammograms, which can provide an open-minded view to the radiologist. The abnormalities in mammograms include 
microcalcifications (MCs), architectural distortion, masses and asymmetry [2] [3]. 
 
 A) Pre-processing 
Mammographic images with and masses microcalcifications are usually small and have low contrast thus making the 
abnormalities hard to be detected. Pre-processing block involves enhancing image, removal of noises, blood vessels 
and glandular tissues which become a cause of many False Positives during detection stage [1]. Fig. 1.2(a) shows a 
mammogram containing a mass in mediolateral-oblique (MLO) view, and the pre-processing method is described 
below. The pixel values that lie in this range are saturated to the upper or lower limit value, respectively as shown in 
Fig 1.2(b). Next, Filtering operation is applied as it transforms pixel intensity values to reveal certain image 
characteristics. Filters employed improved the: uneven contrast, smoothened the image, removed noise, gray level 
enhancement, highlights sharp gradients and improves the edges of the mammographic image as shown in Fig. 1.2(c). 
Because the pectoral muscles represent a brighter region, it can affect the detection process [1]. Thus, the whole 
foreground is transformed by gamma correction with a decoding gamma to preserve the brighter luminance and 
suppress the darker luminance. In other words, the gamma expansion enhances the pectoral muscle, the enhanced 
image is as shown in Fig 1.2(d) 
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Fig 1.2 Image Pre-processing 
 
B) Segmentation 
This stage uses the output of the first stage to segment the ROIs. Segmentation is the division of the enhanced image 
Fig 1.2(d) into various non-overlapping regions. It corresponds to the extraction of objects from the background. The 
segmentation is done to extract locations of suspicious areas to aid and classify the abnormalities as malignant or 
benign [1]. Segmentation algorithms are based on intensity value, which are discontinuous, based on abrupt changes in 
the image, as edges and similarity. Thus, depending on the nature of images and the region of interest, the segmentation 
methods can attempt to detect the ROIs [1]. After the pre-processing of the image we get image in gray format and now 
we have to segment this enhanced image. According to the images and directions from the radiologist, tumor regions 
were selected and the regions had varying intensity values. Thus, various morphological operations are applied to 
extract the required regions as discussed below: 1. Connected Components: Removal of the connected components that 
have fewer than 50 pixels and produce another BW image. This operation is known as an area opening. 2. 
Measurement of Properties: After the removal of connected components we are interested in knowing various 
properties of the regions using „region props‟ like: Area, Euler Number, Orientation, Bounding Box, Extent, Perimeter, 
Centroid, Convex Area, Filled Area, Pixel List, Eccentricity etc. Then used the suitable parameters like Area, Centroid 
and Bounding Box [1]. Segmentation: Rectangular boxes of defined values as specified from above properties are 
segmented and saved. Thus, segmentation of image(s) is done now further process of tumour severity needs to be 
unlocked. The segmented regions from the enhanced image Fig. 1.2(d) are shown in Fig. 1.3(a, b, c, d, e, f, g, h, i, j). 
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                                                                  Fig 1.3 ROI extraction by segmentation 
 
There are various types of image segmentation techniques such as Region-based, Edge detection, Feature-based 
clustering, Thresholding, Model-based. Among this Threshold is one of the widely methods used for image 
segmentation. It is useful in discriminating foreground from the background. By selecting an adequate threshold value 
T, the gray level image can be converted to the binary image. All the essential information about the position and shape 
of the objects of interest (foreground) should be included in the binary image. The benefit of obtaining first a binary 
image is that it simplifies the process of recognition and classification and also decreases the complexity of the data [1]. 
The most common way to change a gray-level image to a binary image is to select a single threshold value (T). Then all 
the gray level values below this T will be classified as black (0), and that above
T will be white (1). The segmentation problem becomes one of selecting the correct value for the threshold T. A 
common method used to select T is by analysing the histograms of the type of images that want to be segmented. When 
the histogram presents only two dominant modes and a clear valley (bimodal) then it is considered as the ideal case [4]. 
In real-world applications, histograms are more complex, where valleys are not clear and which consist of many no of 
peaks and it is not always easy to select the value of T [4]. 
 
Algorithm of Thresholding: 
1. Estimate value of T (start with mean) 
2.Divide histogram into two regions, R1 and R2 using T 
3.Calculate the mean intensity values 1 and 2 in regions R1 and R2 
4.Select a new threshold T = (1 + 2)/2 
5.Repeat 2-4 until the mean values 1 and 2 do not change in successive iterations 1, if f (x, y)>T G (x, y) = f(x) = 0, if 
f (x, y) ≤ T (1) Any point (x, y) in the image at which f (x, y)> T is called an object point; otherwise, the point is 
called a background point [4]. 

C) Feature Extraction 
In image processing, processing huge amount of data is very tedious and time-consuming. It may not necessarily add 
efficiency for classification. However, to make it simpler, the input data is transformed into a reduced set of feature 
vector. This process is called as feature extraction. The feature vector is used as input for classification [5] [6]. 
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Features can be classified into three classes, color, texture, and shape [5] [7] [9] [11]. Texture features plays a very 
important role in feature extraction phase, and for extraction of features; Gray Level Co-occurrence Matrix (GLCM) is 
used, as it has been proven to be a powerful tool for feature extraction. In this work, four types of textural features are 
considered namely contrast, correlation, energy and homogeneity and are extracted with and=00, 450, 950, 1350 [6] [7] 
[10]. Lastly the average is being taken of these four directions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gray level co-occurrence matrix(GLCM): 
Gray level co-occurrence matrix explains the occurrence of certain gray levels in relation to other gray levels using 
statistical sampling [8] [9] [10] [11]. The process statement is reproduced as it is in the following paragraph. 
Assume that an image to be analysed is rectangular and has  rows and   columns. The gray level appearing at 
each pixel is quantized to   levels.Letbe the rows,     be the   
columns and                                                  
is the total 
number of 
gray levels quantized up to  levels. The set  is the set of pixels of the image ordered ther row-column 
designations. Then, the image can be presented as a function of co-occurrence matrix that assigns some gray level in 

 as I:  . 
The texture-context information is represented by the matrix of relative frequencies  with two neighbouring pixels 
separated by distance, one with gray level  and the other with gray level  . Such matrices of gray-level co-occurrence 
frequencies are a function of the angular relationship  and distance  between the neighbouring pixels. By using a 
distance of one pixel and angles quantized to  intervals, four matrices of horizontal, first diagonal, vertical, and 
second diagonal (0, 45, 90 and 135 degrees) are used. Then, the unnormalized frequency in
those four directions is defined by equation (2) [6] [7] [11]. 

# 
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…………………(1) 
 

 
 

       …….…………..(2) 
Where # is the number of elements in the set,  the coordinates with gray level  the coordinates with 
gray level  .Consider  be the  entry in a normalized GLCM. G is the number of gray levels range from 0 
to . μ is the mean value of p.  are the means and standard deviations of   and  and 
presented in Equations (3), (4), (5) and (6) respectively [7] [9] [10]. 
 

 
………………………………….(3) 

 
 
………………………………....(4) 

 
 
…………………....…...(5) 

 
 
……………………......(6) 

 
   D) Classification 
Real-time image segmentation is a well-known problem that can be solved using pixel-wise classification and specific 
classifiers.Classification is a central problem of pattern recognition and many approaches to this problem have been 
proposed, e.g. neural networks, Support Vector Machines (SVM), k-nearest neighbors (KNN) and kernel-based 
methods . In many practical cases, it has been shown that the SVM method gives very good results [12] [13]. 
 
Texture-based classification 
In computer version, it is very hard to describe and recognize a texture and it is also considered as a vital feature for 
remote sensing image classification. Support vector machine (SVM) is one of the most successfully used algorithms 
that undertakes advantages of avoiding local optimum, conquering dimension disaster with small samples [12] [13]. 
The features can be extracted from both the width across the mass contour and the whole mass region but the best 
results are obtained from the features computed through the width. 
 
Support Vector Machine (SVM 
In SVM algorithm the “Support Vector Machine” (SVM) is a supervised machine learning algorithm which can be 
used for classification challenges. In this algorithm, we plot each data item as a point in n-dimensional space (where n 
is number of features you have) with the value of each feature being the value of a particular coordinate. Then, we 
perform classification by finding the hyperplane that differentiate the two classes very well. SVM models havesimilar 
functional form to neural networks and radial basis functions, both popular data mining techniques.However, neither of 
these algorithms has the well-founded theoretical approach to regularization that forms the basis of SVM. The quality 
of generalization and ease of training of SVM is far beyond the capacities of these more traditional methods.  
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SVM optimal hyperplane localization. 
 

IV. CONCLUSION 
 

The proposed system is developed for the diagnosis of breast cancer from mammographic images. It includes pre-
processing of images to reduce the computational cost and to maximize the probability of accuracy. To summarize the 
developed method the initial step based on gray level enhancement and gamma correction performs image 
enhancement and segments the mammographic image. In the second stage GLCM features are 
extracted and based on these features the mammographic image is classified as: Normal, Benign or Malign. 
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