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ABSTRACT: Attention based captioning methods are used for image captioning that automatically creates natural 
language description for images that has lot of research. However, the focus of attention-based image capturing is to 
creating visual information at the regions that has interest for creating sentence and forget to focus on regions of 
interest in image that has relational reasoning. Attention based image captioning does not consider the previous 
regions which can be used as a guide for attention selection. When compared to existing methods, the methods we are 
using advanced methods that has relation aware for the visual representation for image capturing. We are using 
methods such as CNN, RNN and NLP for the experimental results that can be used for various outperform results. 
 

I. INTRODUCTION 
 
Human beings have the ability to make differentiate between the actions but the computers don’t have that ability. For 
computers to make differentiate the images and to analyze is hard but not like it is impossible. In recent years deep 
learning advancement has made the impact for the analyzing of creating the captioning of image for the computer to 
store and save.     
During the recent time deep learning is used as a tool for image captioning for its improvement. Usually, encoder and 
decoder systems are implemented, CNN will be used as encoder for getting information of the image and RNN will be 
used as a decoder, that converts the image into natural language description. The CNN will collect the data and send to 
the decoder. While collecting the data the CNN may compress the data into sequence which will result in data loss. The 
focus on a single part of the image while creating a single world is used by CNN-RNN image captioning. Using this the 
visual attention will reduce the impact of irrelevant words in a single word.Currently retrieval and templates-based 
methods are used in image captioning, where retrieval method will extract captioned images to query images by 
leveraging distance metric and bound together all the captions to create new caption. Similarly in template method, it 
creates collection of sentence templates according to the situation in the image and try to fill the remaining template by 
actions. 
 

II. RELATIVE WORK 
 
The partake of human is usually way more necessary to annotate images. Deep learning can help in the dynamic 
annotation of the images. Earlier, object detection & image classification tasks were used to identify objects within the 
image. Putting forth an encoder-decoder mechanism for an attention-based picture captioning model. This above-
mentioned model sheds the lights on certain parts of the visuals of the images rather than emphasizing on the whole 
image from the dataset. The purpose of picture caption extraction is to provide a detailed and comprehensive 
description of the image’s content. When extracting the sentence, it evaluates not just the objects in the image, but also 
their relationships to create sequences.  
A comprehensive work of CNN and RNN for image captioning includes: 

1) A CNN and RNN based combined network generate captions. 
2)  Another CNN-RNN based network checks for the captions and sends the feedback to the first input layer of 

the network to produce high quality captions. 
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III. PROPOSED SYSTEM 

 
Our proposed model make use of 'Convolution Neural Network' or 'CNN' to encode the pictures of the images provided 
as an input from a respective dataset. Loosely translated, the pictures here consist of the nuances of the images fed from 
the dataset as an input. There upon, the above pictures are used to build a context vector by the attention layer. Finally, 
the 'Recurrent Neural Network', fundamentally called 'RNN' helps in decoding the information produced by the 
attention model into a comprehensible, sequential statement. 
A convolutional neural network is a specific type of neural network with one or more layers. It processes the data 
which consists of a grid like structure. One of the prime advantages of using CNN is that, one need not to perform extra 
pre-processing on the data input. The main difference between a regular neural network and a convolutional neural 
network is that, CNNs make use of convolutions to manage the mathematics behind the scenes. Convolutions are used 
instead of matrices in at least any of the CNNs. CNNs employs by applying the filters to the pass-throughs at the input 
layer. The specialty of CNNs is that, they fine tune the input data during the training. The convolution part of CNN 
consists of artificial neurons called nodes. These nodes functions by calculating the weighted sum of inputs at the input 
layer and helps in returning the activation map. Each node in the network is described by its weight values. When one 
passes an input in the input layer (say images), it takes the values of the pixel and picks some of the visualized features. 
Some of the main applications of CNNs are as follows: 
 

1) Helps in recognizing different handwritten patterns. 

2) Helps in recognizing the images with minimum pre-processing. 
3) Mainly used in postal services to read the zip codes on an envelope. 

4) Also used in banks to rad out the digits on check. 
5) CNNs finds its application in Compute vision. 

A Recurrent Neural Network (RNN) is an extended class of Artificial Neural Network in which the connection between 
different nodes gives a temporal dynamic behavior by forming a directed graph. It mainly aims in helping the model 
sequential data that are derived from feed forward networks. In recurrent neural network, a memory-state is added to 
the neurons. Here the recurrent neural network performs the operation in all available active square, hence the name 
‘Recurrent Neural Network’. 
RNN finds its application in many industries. When it comes to financial industry, RNN helps in determining the stock 
prices. In Automobiles, RNN helps in avoiding an accident by anticipating the trajectory of the vehicle. Also, RNN is 
extensively used in image captioning, sentimental analysis and text analysis. 
 

 
Figure 1. Model, Image Caption Generator 

IV. IMPLEMENTATION 
 
The basic idea is to have a system that is going to take an input image and produce an output in the form of sentence 
that describe the image that is grammatically and syntactically accurate. There are two major parts of this project. The 
first one is the image model where the model architecture outputs the image features as non-linear activations of pixel 
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values of the image, where these values are fed into the second part i.e., the language model that generates the summary 
sentence based on the output of the image model that is being obtained from the first part. To perform the processing of 
raw input data i.e., both images and captions into a proper format, we have written data preprocessing scripts. A 
Convolutional Neural Network architecture is used as an encoder to convert the encoded image features to a 
dimensional vector space. A Recurrent Neural Network is used as decoder to convert the encoded image features to 
natural language descriptions. Attention mechanism that allows to see the features of the decoder form a certain 
spotlighted region in the input image to enhance the overall performance. 

 
Figure 2. Show, attend and tell architecture 

Dataset Sources 
      We have recognized in Computer Vision and research domain there are basically three most commonly used image 
caption training dataset i.e., COCO dataset, Flickr8k and Flickr30k. These datasets hold around 123,000, 31,000 and 
8000 caption annotated images that carry around five different descriptions. Dataset used for this project is MSCOCO 
dataset. 
 
Data Preprocessing 
      The input datasets are composed of images and captions; thus, we have to pre-process images into correct format 
for CNN network and the textual captions into correct format for RNN network. Furthermore, captions are being 
encoded with the described dictionary and stored in a JSON file that later on can be fed into RNN model at the later 
stage. 
 
Convolutional Neural Network (Encoder) 
      The encoder needs to extract image features of different size and encodes them into a non-linear activations of pixel 
values of the image that can be later fed to RNN. VGG16 and ResNet are mostly commonly recommended for image 
encoders. In our work CNN is used as feature encoder rather than to classify images. Further in order to support the 
input images of different sizes, we add another flexible layer to our CNN architecture. In our model we put out of 
action the gradient to reduce the computational costs and with fine tuning, we might get a better overall performance. 
 
Soft Attention Mechanism 
      Next to CNN, we create the soft trainable attention mechanism which performs the action of show, attend and tell. 
The attention mechanism tells the network about which part of the image should be focused more on gathering the next 
word in the description. By adding the encoder output and historic state that is being updated in each iteration we can 
calculate the attention area. In the implementation of attention area, we perform transformation on both the encoder 
output and historic state output. The output is summed up and activation function is ReLU. The attention area returned 
as output is later used in decoder that involves RNN. 
 
Recurrent Neural Network 
      The decoder here performs the function of generating the captions word by word using Recurrent Neural network 
which is able to generate the word sequentially. The input for the decoder is the encoded non-linear activations of pixel 
values of the image from the CNN. While receiving the encoded images and captions, we sort the encoded image and 
caption by encoded key length of the image in decreasing order. We process the encoded image that are having the 
caption length greater than or equal to the number of iterations in order to increase efficiency and reduce training time. 
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V. RESULT 

 

Some of our results of our model are shown below 
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VI. FUTURE SCOPE 
 

Automatic image captioning and summary generation is far from mature and there lots of researchers going on in the 
field of more accurate image feature extraction and semantically better syntax generation. We assume that this project 
ignites our interest in the field of Deep Learning knowledge in Computer vision and expects to explore more in the 
future.   

 
VII. CONCLUSION 

 
An image captioning and summary generator is a model whose task is to integrate attention and is described to build a 
natural image from the given image. The image characteristics can be extracted using convolution neural network 
(CNN). CNN is a type of artificial neural network used in image recognition and processing that is specifically 
designed to process pixel data. These characteristics of an image are then given to the attention layer to generate a fixed 
length context vector. Later the recurrent neural network (RNN) is used to decode this fixed length context vector into 
understandable sequences. This attention mechanism also helps in the optimization of findings as well as in 
summarizing the appropriate captions. 
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