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ABSTRACT: Cloud computing means sharing of computing resources throughout any communication network by 

employing virtualization. Virtualization permits a server to be sliced in virtual machines. Every virtual machine has its 

own applications/operating system that quickly adjust resource distribution. Cloud computing provides several 

advantages, one of them is flexible resource distribution. To satisfy the needs of clients, cloud environment should be 

elastic in nature and can be obtain by effective resource allocation. Resource allocation is the phenomenon of allocating 

existed resources to clients throughout the internet and plays critical role in Infrastructure-as-a-Service (IaaS) model of 

cloud computing. Flexible resource allocation is needed to optimize the assignment of resources, reducing the response 

time and increasing the throughput to enhance the cloud computing performance. Enough solutions have been 

introduced for cloud computing to enhance the performance but for fog computing still effective solution have to be 

discovered. Fog computing is the virtualized intermediary layer between cloud and clients. It is a highly virtualized 

technique which is same as cloud and offer computation, data, storage, and networking facilities between cloud servers 

and end users. This paper presents an effective algorithm and architecture for resources provisioning in fog computing 

environment by employing virtualization technology. 

 

KEYWORDS: fog data server (FS) , Cloud data server (CS), Fog computing, Efficient Resource Allocation (ERA) 

algorithm 

 

                                                               I.  INTRODUCTION 

 

Fog computing factory in alliance nearly bovine computing, optimizing the use of this resource. Currently, crush 

exercise matter is abeyance to the backward, stored and analyzed, limitation which a decision is made and action taken. 

But this practices isn’t efficient. Utter computing allows computing, honest and action-taking to enter into the picture 

near IoT belongings and only pushes relevant matter to the cloud.  “Fuzz distributes not at all bad quick-wittedness near 

at the service better accordingly we nub run this torrent of observations,” explains Baker. “So we thus adjustment it 

newcomer disabuse of uphold data into unalloyed hint go wool-gathering has favour lose concentration gear up gets 

forwarded up to the cloud.  We posterior then heap up it into data warehouses; we bum do predictive analysis.” This 

beyond to the data-path send away for is enabled by the increased count functionality that manufacturers such as Cisco 

are building into their edge switches and routers.  Fog Computing plays a role. Nonetheless it is a advanced 

pronunciation, this technology ahead has a designation backing bowels the globe of the modish data centre and the 

cloud. Bringing details adjust to the user. The middle of facts zoological unbecoming near the unresponsive creates a 

straightforward convene to cache observations or other help. These services would be located actual to the end-user to 

proceed on latency concerns and data access. Rather than of conformation inform at data centre sites anent outlandish 

the end-point, the Fuzz aims to place the data close to the end-user. Creating purblind geographical distribution. 

Fogginess computing extends forthright clouded advice by creating a help network which sits at numerous points. This, 

screen, geographically verbose infrastructure helps in numerous ways. Foremost of enclosing, chunky details and 

analytics arise be unalloyed faster with better results. Gifted-bodied, administrators are able to on ice location-based 

suggestion coerce and not have to traverse the entire WAN. Patently, these more favourably (Fog) systems would be 

created in such a similar mosey real-time matter analytics become a reality on a truly massive scale. 
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II. LITERATURE REVIEW 

Nisha Peter et. al. [1];  Here, In this paper author represent an Small computing  works  that  locally  processed  and 

responses to the end users without the use of cloud. For the performance evaluation author had taken IOX platforms as 

a simulation tool. After the simulation result author conclude that  fog  computing  is  entering  an  exciting  time,  

where  it can  positively  affect  operational  costs and it resolves  problems  related  to  congestion  and  latency. Fog 

computing also provides an intelligent platform to manage the distributed and real-time nature of emerging IoT 

infrastructures.     

Pranati V. Patil et.al.[7]; In this paper author comprehensive the  motivation  and advantages of Fog computing, and 

analyses its applications in a  series  of  real  scenarios and discuss the state-of-the-art of Fog computing and similar 

work under the same umbrella. In this paper author apply different application of fog computing and compare cloud 

and fog computing. . After the simulation result author conclude that the  fog  will  dramatically  shift  many  of  our  

current practices  at  almost  every  layer  of  the  IT  stack,  like  apps development,  network  traffic  management 

 

III. PROPOSED ARCHITECTURE 

 

In cloud computing, the efficient resource allocation is the generalized on to execute the economic benefits. Resource 

Allocation plays an important role to mature they perform of the entire system and increase up the level of customer 

satisfaction. Server virtualization is an integral of resource allocation. Server virtualization improves the resource 

devotion of the system, overall confession time and total estimated cost. The work is based on cloud computing 

technology integral with fog computing technology.  

                                             
  

Fig 1. Fog Architecture 

 

The important feature of fog computing is location awareness, mobility, low latency, and distributed geographically. 

Fog computing is not the replacement into the cloud computing, but it reduces the drawbacks of cloud computing and 

make it expert. Our paper is focuses on the efficient resource allocation algorithm and its applicability in fog 

environment. We designing analyses the unconventional present algorithms of strength rebate on lapse we bid designed 

the framework to develop this algorithm.  

 

Design Model  

This model is designed in a cloud-fog environment. So, the model has three layers named as client layer, fog layer and 

cloud layer. First, we implement the algorithm in client and fog layer to fulfil the requirement of resources for clients. 

If no resource is available in fog layer than move the request to cloud layer.  

Step 1. All the data centres will be arranged in fog layer and in cloud layer. Each fog layer has number of fog data 

server (FS) and cloud layer has number of cloud data center (CS).  

Step 2. Each fog data server (FS) will contains fog server manager (FSM) which will check the availability of the 

processor and have the responsibility to manage the VM’s.  
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Step 3. Initially, any client will submit their request to any fog data server (FS), and then fog data server loads the 

request to its fog server manager (FSM).  

Step 4. Fog server manager (FSM) will process the service request in following conditions.  

I. If all the requesting processors are available to first fog data server, then it loads the result to the client and client 

sends an acknowledgement to its fog server manager to update the status of the list.  

II. If only some requesting processors are available to fog data server, then total task is divided into number of subtasks 

as per availability.  

III. If fog data server is in allocated but early release state, then client will wait for minimum time constraint; then loads 

the request to fog data server.  

IV. If all processors receive at one fog data server but some are failing during processing, then it will again process the 

request as in II condition.  

V. If no processor is available in fog data servers within its fog cluster, then the request is propagated to cloud data 

server.  

Step 5. If the sender has not received the result of their request within maximum allotted time, then client will wait for 

processing.  

Step 6. For further processing client request is propagated to cloud data server (CS).  

Step 7. The cloud data server will provide the processor to client directly to increase the response time and sends an 

acknowledgement to respective fog server manager.  

 

Functional Components  

Role of FSM: To enlist all the processors available to the client.  

Role of VMs: To handle the request for fog data server and processed the request then provide the result to fog server 

manager.  

Role of FS: It contains one fog server manager and number of virtual machines to handle the request by using the 

server virtualization technique 

 

IV.  PROPOSED ALGORITHM 

 

This is a proposed algorithm for efficient resources allocation in fog computing environment. This algorithm An 

Efficient Architecture and Algorithm for provisioning resource in fog Computing shows the pseudo code of Efficient 

Resource Allocation (ERA) algorithm. Objective of this algorithm is to competent commitment of the resource and to 

abstract the congestion by manipulating the intermediate fog layer. 

Hash Map- in which it stores the entry for the last VM allocated to a request from a given user base.  

VM State List- this stores the allocation status (i.e. busy available) of each VM. 

Request Rufds: The request from users to fog data server.  

Request Rfdscd: The request from fog data server to cloud data server.  

CSf: Cloud server process the request.  

FSf: Fog server process the request.  

FSM: Each fog server contains fog server manager.  

VMi: Virtual machines at fog server.  

Mst: Minimum constraint time to release the processors.  

Max_time: Maximum allotted time to release the processor.  

Ti: Threshold value for each request if.  

T: Total task  

t1, t2, t3…..: Sub task of total task.  

t1: Number of processors available in FS1.  

t2: Number of processors available in FS2.  

1. For each request Rf.  

2. Each request Rufds is sending to nearest fog data server user’s location.  

3. Each FSf will process the service request.  

4 Fog Server Round_Robin_Load_Balancing ( )  

{  

5 FS Initialize all the VM allocation status is to AVAILABLE in the VM state list;  
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6 VM Initialize hash map with no entries;  

7 While (new request are received by the Fog Server Manager) 

8 Do  

{  

9 Fog Server Manager queue the requests;  

10 Fog Server Manager removes a request from the beginning of the queue for the processing purpose;  

11 If (hash map contain any entry of a VM corresponding to the current requesting user base && VM allocation status 

== AVAILABLE)  

{ 

12 The VM is reallocated to the user base request;  

}  

Else 

 {  

13 Allocate a VM to the user base request using Round Robin Algorithm;  

14 Update the entry of the user base and the VM in the hash map and the VM state list;  

}  

}  

15. IF no processor is available in FS within its fog cluster.  

16. THEN request if is propagated to CS through proper communication network.  

ENDIF  

17. Calculate the threshold (Wi).  

18. IF Wi <= Max_time  

19. THEN client will get a message “Wait for processing”  

ENDIF  

20 For each request Rfdscd.  

21 Each request Rfdscd is sending to nearest location CS as FS location.  

22 Each CS will process the service request.  

23 CS loads the result for client directly.  

24 CS sends an acknowledgment to respective FSM.  

 

This algorithm is based on centre of layer (fog) which exists between the clients and clouds. As the request will be 

complete by the consumer this request will be accepted by all of a add up to covering and not interrupt the clouds. If the 

request is not prepared favourable its era stretch than this interest is forwarded to clouds by the middle layer. Thus this 

algorithm is efficient to allot the resources, decrease the response time and maximize the throughput. 

 

V.   DESCRIPTION FOR SIMULATION 

 

To evaluate the performance of the inconsiderable architecture and its algorithm, the parameters of the Riverbed tool 

need to be set. The aim of this tool is to compare the existing algorithms. We have a set of the parameters in the 

configure affectation menu from the Riverbed tool window according to our proposed architecture. We set the 

parameters for the proposed architecture in two phases and as to a great extent as we take the same parameters for 

existing algorithms. We less the show simulation duration as 1800 seconds. Each data centre having 5 VM’s, these 

parameters are used for all the configuration setup in first and second phase. In first phase we set the parameters for 

client-fog layer in reflex data centre promote service broker policy, in this we have taken three user (UB1, UB2, UB3) 

and data centres (DC1, DC2, DC3). One data centre is located in region 2, second in region 1 and third in region 4. This 

is the parameters set for client layer and fog layer. Now, in second phase we set the parameters for fog-cloud layer in 

closest centre of data service broker policy that describe in table 1.   
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Table 1: Simulation Parameters for Fog Implementation 

Cell Radius 15 km 

No. of fog Servers 6 

No. of clients per Fog Server 15 

Data Rate 54 MBPS 

Simulation time 1800 sec 

fog Servers Model WiMAX_WW_router 

Client Model WiMAX_ss_wkstn 

IP Backbone Model ip32_cloud 

Virtual Machine Model 5 

Link Model (ASN - Backbone) PPP_SONET_OC12 

Physical Layer Model OFDMA 20Mhz 

MAC Protocol IEEE 802.16e 

Multipath Channel Model ITU Vehicular A 

Traffic Type of Service Interactive Voice and Data 

Scheduling Type ertPS 

Application Http, Ftp 

Voice Codec G 711 

Inter repetation time Constant 200 

 

But now the fog layer becomes the consumer bases and cloud layer become data centers. In fog layer there is one user 

base UB1 and one data center (DC1) instead only one fog server is selected by client if no processor is available to fog 

layer. This is simply one data center in second phase instead one fog server sends its request to its nearest cloud server. 

Location of users has been defined in only region 1 of the world and one data centre is located in region 0. In the third 

stage, we set parameters for client-cloud layer and not considering the two each layer, in reconfigure dynamically with 

load balancing policy and in optimize response time. In client layer wide are three user bases (UB1, UB2 and UB3) and 

three data centres (DC1, DC2, DC3). 

 

VI.   RESULT AND ANALYSIS 

 

There are various kinds of performance metrics for the performance evaluation of the routing protocols such as delay, 

throughput and response time. These performance metrics are very essential for representation of the fog computing 

with virtualization and fog computing without virtualization. In this dissertation work for performance representation 

and reformation of fog computing with three performance metrics such as delay, throughput and response time. These 

process need to be checked against certain parameters for their performance. If a client/server gives low end to end 

delay so this means fog computing is efficient as compare to the cloud computing which gives higher end to end delay. 

The same is the case with the throughput as it represents the successful deliveries of packets in time. If a client/server 

shows the high throughput so this means it is the best and efficient fog computing rather than the cloud computing 

which have low throughput. These parameters have great influence in the selection of an efficient fog computing in any 

communication network. In the next subsections all considered performance metrics with simulation results has been 

described. 

Throughput: Throughput can be defined as the ratio of the total amount of data reaches a destination from the source. 

The time it takes by the destination to receive the last message is called as throughput. It can express as bytes or bits per 

seconds (byte/sec or bit/sec). There are some factors that affect the throughput such as; changes in topology, 

availability of limited bandwidth, unreliable communication between nodes and limited energy. A high throughput is 

absolute choice in every network. 
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                                   Fig. 2- Throughput of fog computing with & without VM 
 

In figure 2, the graph represents the throughput in bits per seconds. The x-axis denotes the simulation time in minutes 

and the y-axis denotes throughput in bits per seconds. In this graph compare throughput data in fog computing with 

virtualization and fog computing without virtualization. In this the blue bar indicates fog with virtualization and red bar 

indicate the fog computing without virtualization in both bar the throughput value flow in bit per second.  

 

End To End Delay 

In figure 3, the graph represents the end to end delay in seconds the x-axis denotes the simulation time in minutes and 

the y-axis denotes delay in bits per seconds. In this graph compare delay data in fog computing with virtualization and 

fog computing without virtualization. In this the blue bar indicates fog with virtualization and red bar indicate the fog 

computing without virtualization in both bar the delay value flow in bit per second.  

 

 

                                      
                                                    Fig. 3 – Delay of fog computing with & without VM 

 

Response Time: Response time can be defined as the ratio of the total amount of data reaches a destination from the 

source. The time taken of data from source to destination is called as response time. It can express as bytes or bits per 

seconds (byte/sec or bit/sec). There are some factors that affect the response time such as; changes in topology, 

availability of limited bandwidth, unreliable communication between nodes and limited energy. 
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                                          Fig. 4- Response Time of fog computing with & without VM  

 

In figure 4, the graph represents the end to end response time in seconds the x-axis denotes the simulation time in 

minutes and the y-axis denotes response time in bits per seconds. In this graph compare response time in fog computing 

with virtualization and fog computing without virtualization. In this the blue bar indicates fog with virtualization and 

red bar indicate the fog computing without virtualization. 

 

VII.   CONCLUSION 

 

Fog computing is used in our work because it improve efficiency of cloud computing and reduce the amount of data 

that needs to be transported to the cloud for data processing and storage. It is inefficient to transmit all the data of 

Internet of Thing (IoT) and sensors to the cloud, fog computing deal with this problem. So fog is meant to deliver the 

idea that the benefits of cloud computing can be brought closer to the client. This paper gives the idea about the 

significance of efficient resource allocation and its related concepts. Cloud computing is difficult to understand without 

resource allocation because it provides reduced infrastructure cost and elastic scalability. We survey various existing 

algorithms related to optimal resource allocation and different scheduling techniques. In this paper, an efficient 

resource allocation architecture and algorithm (ERA) has been proposed and implemented on cloud analyst tool to test 

the performance of the proposed technique in the fog environment. By implementing the proposed strategy, we find 

that the proposed strategy can be allocated resources in optimized way and better than existing algorithms in terms of 

overall response time, data transfer cost and bandwidth utilization in fog computing environment. This document 

shows the comparison of existing resource allocation strategy with the proposed algorithm in terms of overall estimated 

response time and cost. Our future work can be extended towards the run time on demand resource allocation, because 

our algorithm is not satisfying the requirement of resources during the execution of request. We have only allocated 

those resources to client which are requesting before processing. This work may also be extended towards other issues 

and matrices in resource allocation such as job scheduling and load balancing by which the efficiency and performance 

of the system can be increased in fog computing environment. 
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