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ABSTRACT: Social media monitoring has been growing day by day so analyzing social data plays an important role 

in knowing people's behavior. So we are analyzing Social data such as Twitter Tweets using sentiment analysis which 

checks the opinion of people related to government schemes that are announced by the Central Government. This 

paper-based is on social media Twitter datasets of particular schemes and their polarity of sentiments. The popularity of 

the Internet has been rapidly increased. Sentiment analysis and opinion mining is the field of study that analyses 

people's opinions, sentiments, evaluations, attitudes, and emotions from written language. User-generated content is 

highly generated by users. The growing importance of sentiment analysis coincides with the growth of social media 

such as reviews, forum discussions, blogs, micro-blogs, Twitter, and social networks. It is difficult to analyze or 

summarize user-generated content. Most of the users write their opinions, thoughts on blogs, social media sites, E-

commerce sites, etc. So these contents are very important for individuals, industry, government, and research work to 

make decisions. This Sentiment analysis and opinion mining research is a hot research area that comes under Natural 

Language processing. We plot and calculate numbers of positive, negative, and neutral tweets from each event.  
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       I.INTRODUCTION 

 

Social media have become an emerging phenomenon due to the huge and rapid advances in information technology. 

People are using social media on daily basis to communicate their opinions with each other about a wide variety of 

subjects, products, and services, which has made it a rich resource for text mining and sentiment analysis. Social media 

communications include Facebook, Twitter, and many others. Twitter is one of the most widely used social media sites. 

The number of Twitter messages sent per second worldwide. There is no standard method for mining and analyzing 

social media business data. Here, an open-source approach for text mining and sentiment analysis using a set of R 

packages for mining Twitter data and sentiment analysis is presented, which is applicable for other social media sites. 

A case study of Eight Indian Government Schemes is presented to show the importance of analyzing user-generated 

online opinions from Twitter. This is helpful for evaluating government performance monitoring from the People's 

perspective instead of making Peoples surveys which are expensive and time-consuming. Sentiment analysis has been 

first introduced by Liu, B. It is also known as opinion mining and subjectivity analysis is the process determine the 

attitude or polarity of opinions given by humans to a particular scheme. Sentiment analysis can be applied to any 

textual form of opinions such as blogs, reviews, and Microblogs. Microblogs are those small text messages such as 

tweets, a short message that cannot exceed 160 characters. These microblogs are easier than other forms of opinions for 

the sentiment. Sentiment analysis can be done on a document level or a sentence level. In the first case, the whole 

document is evaluated to determine the opinion polarity, where, the features describing the product/service should be 

extracted first. Whereas, the second one, the document is divided into sentences each one is evaluated separately to 

determine the opinion polarity. 
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II.PROPOSED ALGORITHM 

1) NLP (Natural languages processing).  

 

2) Naive Bayes classifier.  

 

1) NLP (Natural languages processing): NLP is a field in machine learning with the ability of a computer to understand, 

analyze, manipulate, and potentially generate human language.NLP algorithms are used to provide automatic 

summarization of the main points in a given text or document. NLP algorithms are also used to classify text according 

to predefined categories or classes, and is used to organize information, and in email routing and spam filtering. NLP 

algorithms are typically based on machine learning algorithms. Instead of hand-coding large sets of rules, NLP can rely 

on machine learning to automatically learn these rules by analyzing a set of examples (i.e. a large corpus, like a book, 

down to a collection of sentences), and making a statistical inference.  

 

2) Naive Bayes Classifier: Naive Bayes is a classification algorithm that is suitable for binary and multiclass 

classification. It is a supervised classification technique used to classify future objects by assigning class labels to 

instances/records using conditional probability. Naive Bayes is a simple and powerful algorithm for predictive 

modeling. Naive Bayes is called naive because it assumes that each input variable is independent. This is a strong 

assumption and unrealistic for real data; however, the technique is very effective on a large range of complex problems. 

 

ARCHITECTURE DIAGRAM 

 
The machine learning based text classifiers are a kind of supervised machine learning paradigm where the classifier 

needs to be trained on some more labeled training data before it can be the original data hand labelled manually. After 

suitable training  they can be used on the actual test data. the naive bayes (NB) is statistical classifier whereas support 

vector machine is ka kind of vector space classifier. The statistical text classifier scheme of naive Bayes can be adapted 

to be used for sentiment classification problem as it can be visualized as a 2-class text classification problem in positive 

and negative classes. Support vector machine is k kind of vector space model based classifier which requires that the 

text documents should be transformed to feature vectors before they can used for classification. 

 

III.RESULTS& DISCUSSIONS 

 

The details about the obtained result are discussed here. In the proposed work, we have created a dataset of 15000 

tweets, which is distributed in 80:20 ratio between training and testing. Table 1, Table 2 show the performance measures 

of Random Forest, KNN, Logistic Regression, Naïve Byes and Support Vector Machine based classifiers respectively. 

Model efficiencies are compared with respect to precision, recall and F1-score. Similarly, Table 6 shows the 

performance of the classifier models based onaccuracy. 
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Performance Measures (%) 

Positive Recall 56 

Negative Recall 93 

Positive Precision 81 

Negative Precision 81 

 

 

         Table 1:. Naive Bayes Classification Measurements            Table 2: Random Forest Classification Measurements 

 

IV.CONCLUSION AND FUTURE WORK 

 

Thus, we can conclude that this twitter sentimental analysis would be a great added feature and would greatly benefit 

the government in order to track the negative, foul and violent comments. Also after introduction of this sentiment 

analysis, users would use this in daily life in social media platform. 

Performance Measures (%) 

Positive Recall 76 

Negative Recall 93 

Positive Precision 84 

Negative Precision 89 
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