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ABSTRACT:Having accurate, detailed, and up-to-date information about wildlife location and behavior across broad 
geographic areas would revolutionize our ability to study, conserve, and manage species and ecosystems. Currently, 
such data are mostly gathered manually at great expense, and thus are sparsely and infrequently collected. Here we 
investigate the ability to automatically collect such data, which could transform many fields of biology, ecology, and 
zoology into big data sciences. In areas like an airport or the agricultural areas placed near the forest many animals 
destroy the crops or even attack on people therefore there is a need of system which detects the animal presence and 
gives warning about that in the view of safety purpose. In this project, we demonstrate that such data can be 
automatically extracted by deep neural networks (deep learning), which is a cutting-edge type of artificial intelligence. 
Thus, the aim is to train neural networks that automatically identifies animals. 
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I. INTRODUCTION 
 

Monitoring biodiversity especially the effects of climate and land use change on wild populations is a critical challenge 
for our society. Having an updated knowledge about wildlife behaviour would impact our ability to study and manage 
species and our ecosystem. Researches regarding animals in image processing have been an important field to 
numerous applications. Many algorithms and methods have been developed by human being in order to have a better 
understanding on animal behaviour. Identifying animal attributes, analysing their behaviour in the pictures remains an 
expensive time consuming manual task performed by various researchers. Thus, we demonstrate that such detection of 
animal can be done by deep convolution neural network.  
 

II. RELATED WORK 
 
Authors in [8], [5] designed a system, which uses web cameras which are to be placed in the detecting areas from 

where the animal may cross their boundary. The videos are sent to the processing unit and then uses image mining 
algorithm, which identifies the change in set reference background. If there is a change in the newly acquired image, 
then authors applied content-based retrieval algorithm (CBIR) to identify the animal. The proposed method in [8] based 
on CBIR algorithm suffers from many issues like unsatisfactory querying performance-CBIR systems uses distance 
functions to calculate the dissimilarity between a search image and database images resulting in low-quality recovery 
results. This approach is very slow and response times in the range of minutes may take place if size of database is too 
large. To find the accurate location of fishes in the marine, researchers [9] aimed a technique using LIDAR (light 
detection and ranging). Some of the above-specified methods have been discussed in [10] also. 

Researchers in [11] tried to discover an animal's presence in the scene (image) affecting the power spectrum of the 
image. This method of animal detection was also considered not appropriate since quicker results with this approach 
would involve the massive amount of image processing in a short period. 
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III. METHODOLOGY 
 
Our classifier comprises of two stages, training and testing. In the training stage, a set of images are provided as 

visual examples. In the testing stage, a newly captured image i.e. the test image is given as input to the classifier. With 
the help of the knowledge gained from training, the test image is accordingly classified into the most favorable class. 

 
A. Receiving the Input Image 

In the proposed system, an image is captured using the camera connected to the system. This test image is fed 
as input which is then converted into a binary pattern. A set of previously labelled images are present in the dataset 
whose features are matched with those of the test image, in order to determine the species of the animal present. 
B. Feature Extraction 

The test image which is received as input can be transformed into a reduced set of features. The selected 
features may contain the significant information from the input data, due to which the desired task can be performed by 
using this reduced amount of data instead of the initial unaltered data. Human crafted features are a form of fixed 
features directly extracted from images. Divergent from these, deep neural networks recognize features from images, 
and determine multiple levels of representation, with higher-level features depicting more abstract characteristics of the 
data. 
C. Classifying the Species present in a Picture 

For the task of classification of species, the corresponding output layer generates the probabilities of the 
animal detected in the image belonging to one of the possible classes. Even though providing such a result would save 
a huge amount of human effort that will be needed in recognizing the correct species, the testing of this hypothesis will 
require human knowledge.  

 
IV. PROPOSED ALGORITHM 

 
In machine learning, a convolutional neural network (CNN, or ConvNet) is a class of deep, feed-forward artificial 
neural networks that has successfully been applied to analyzing visual imagery. [1] CNN compares any image piece by 
piece and the pieces that it looks for in an image while detection are called as features. CNN gets trained by finding 
approximate feature matches in the same position in two different images. Every neuron in CNN will be connected to 
small region of neurons below it, this would allow handling less amount of weights and number of neurons required   
will also be less. 

 
 
 
 
 
 
 
 
 

 
 

Fig. 1: Principle of Convolutional Neural Network 
 
 

A. Convolution Layer 
The Convolution layer is the core building block of a Convolutional Network that does most of the 

computational heavy lifting. [2] It preserves spatial relationship between pixels thereby extracting and learning features 
out of them. It captures the local dependencies in the original image. The image is represented as a matrix and a filter, 
which is also a matrix is used to obtain the convolved feature map or activation map by sliding the feature matrix over 
the image matrix. We can perform numerous operations just by changing values in the filter matrix.  
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Fig. 2: Convolving the filter with image matrix to obtain final value in feature map 
 

 
 

Fig. 3: Convolving each filter with all image matrices to obtain various feature maps 
 

B. Rectified Linear Unit Layer 
It is called as rectified linear unit(ReLU), which is an activation function that activates a node if an input is 

above a certain quantity(threshold); while if the input is 0 then the output will be 0. But, if the input is above certain 
threshold it has a linear relationship with the dependent variable. 

 

 
 

Fig. 4: ReLU Operation to obtain rectified feature maps 
 

It replaces all the negative values in the feature map by zero and generates a rectified feature map as shown in Fig. 4. 
ReLU introduces non-linearity in the ConvNet since most of the image data are non-linear in nature in the real world. 

C. Pooling Layer 
In this layer, we reduce the dimensionality of the feature map to get smaller or shrinked maps that would 

reduce the parameters and computations. Pooling can be Max, Average or Sum Pooling from the rectified and 
downsized feature map. Number of filters in convolution layer is same as the number of output maps from pooling as 
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shown in Fig. 3. It also makes the network invariant to small transformations, distortions and translations in the input 
image. 

 
 

Fig. 5: Max Pooling technique 
 

 
 

Fig. 6: Max Pooling applied to Rectified Feature Maps 
 

D. Fully Connected Layer 
This is the final layer where the actual classification occurs where we take our downsized or shrinked images 

obtained after processing through convolution, ReLU and pooling layer and put them into single list or a vector. 

 
Fig. 7: Fully Connected Layer 

 
It is a traditional Multi-layer perceptron uses a softmax activation function. Convolution and pooling layers generate 
high-level features. The purpose of the fully connected layers is to use these features to classify the data into various 
classes based on the dataset. 
 

E. Training of CNN using Back-Propagation 
Initialize all filters and parameters with random variables 

Take input images for training, go through the forward propagation and find output probability for each class. 
Calculate total error by the formula:  
 Total Error = ∑ ½ (target probability – output probability) ²(1) 
Calculate gradients of the error with respect to the weights and use gradient descent to update the filter values and 
parameters to minimize the output error. 
Repeat above steps for all images in the training set. 
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F. Inception Model 
Very deep convolutional networks have been central to the largest advances in image recognition performance 

in recent years. One example is the Inception architecture that has been shown to achieve very good performance at 
relatively low computational cost 
The Inception deep convolutional architecture was introduced as GoogLeNet in (Szegedy et al. 2015a), here named 
Inception-v1. Later the Inception architecture was refined in various ways, first by the introduction of batch 
normalization (Ioffe and Szegedy 2015) (Inception-v2). Later by additional factorization ideas in the third iteration 
which is referred to as Inception-v3. 
We can train a model from scratch to its best performance on a desktop with 8 NVIDIA Tesla K40s in about 2 weeks.  
In order to make research progress faster, we are additionally supplying a new version of a pre-trained Inception-v3 
model that is ready to be fine-tuned or adapted to a new task.  
 

 
 

Fig. 8: Inception Model Architecture 
 

V. SIMULATION RESULTS 
 

 
 

Fig. 9: Probabilistic output for a sample image 
 

The obtained results after experimentation have been shown in the figure 8. The dataset through which features got 
extracted helped in creating various classes. For a test image to be correctly classified the output showed various 
classes of animals. Each class showed the probabilistic value of whether the image of the animal belongs to that 
particular class of animal. The class with the maximum probabilistic value thus showed that the features of the animal 
resemble to that specific class on large scale and hence the image will be classified to the class with large probabilistic 
value. 
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No. of 
Iterations 

Train 
Accuracy 

(%) 

Validation 
Accuracy 

(%) 

Final Test 
Accuracy 

(%) 
1 53.0 37.0 59.0 
2 80.0 64.0 69.0 
3 87.0 82.0 79.0 
4 82.0 79.0 82.3 
5 92.8 82.0 83.9 
6 97.0 83.0 82.3 
7 66.8 91.8 89.5 
8 75.0 72.0 86.2 
9 85.0 65.0 93.0 
10 97.0 90.0 95.2 

 
Table 1: Accuracy for each iteration 

 
For each iteration batch of dataset was passed through the neural network. The training accuracy, validation accuracy 

and final test accuracy was calculated during every iteration as shown in table 1. Thus the accuracy gradually increased 
according to the iteration giving 95.2% final accuracy with training and test accuracy of 97.0% and 90.0% respectively. 

 
VI. CONCLUSION  

 
In this report, we first briefly explained our motivation of this project and showed some background materials. Then, 
we precisely illustrated our task of demonstrating that wild animals’ detection can be done using deep convolutional 
neural networks. Features learned by Deep Neural Networks are hierarchical. With more hidden layers, the learned 
features become more high level and specific. In this paper, we tested the ability of state-of-the-art computer vision 
methodscalled deep neural networks to automatically identify animals. Automating animal identification can thus 
dramatically reduce the cost to extract informative and actionable information from wild habitats, potentially 
revolutionizing studies of animal behavior, ecosystem dynamics, and wildlife conservation. 
 

VII. FUTURE SCOPE 
 

In the system proposed above, we have used a fixed number of training images of each species. Increasing the number 
of images for each species will result in increase in the prediction of the class to which the animal in the captured image 
belongs. Furthermore, a newly captured image can be added to the dataset and in the next iteration, the system will 
consider this image for training along with the previous images. Also, the number of features that can be extracted from 
a single image can be increased in order to make the result unambiguous. The challenge in some cases is how to train a 
model without access to a large number of labeled images. Here, transfer learning can help, wherein a deep neural 
network is trained on a huge, labeled dataset at first and then the knowledge learned is remodeled to classify a different 
dataset with fewer labeled images. Given the rapid pace of progress in this field, all of the performance measures 
should beconsidered just a preview of what is possible and it is likely that they will be substantiallyimproved on each 
year for the foreseeable future. Therefore in future we want to extract regions for addressing the location of objects and 
extract other features as well to get better results. 
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