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ABSTRACT: Wireless Sensor Networks are emerging as a promising and interesting areas. WSN consists of large 
number of homogeneous or heterogeneous nodes which communicate through wireless medium and works to sense or 
monitor the environment. The number of sensor nodes in a network can vary from hundreds to thousands.The nodes 
sense data from environment and sense these data to the gateway node.Mostly WNSs are used for applications such as 
military and disaster monitoring. As many nodes are present in WSNs, there will be a probability of node failure.To 
enhance the node failure detection schemes that systematically combine localized monitoring implementation of novel 
probabilistic approach that combines localized monitoring,location estimation and node collaboration to detect the node 
failure in mobile wireless networks.Detecting the node failure in mobile networks is very challenging because the 
network topology can be highly dynamic,the network may not be always connected, and the resources are limited.We 
propose a distributed localized faculty sensor detection algorithm where each sensor identifies its own status to be 
either “good” or “faculty” which is then supported by its neighbors as they also check the node behavior as they also 
check the nodes behavior. Finally, the algorithm is tested under different number of faculty sensors in the same 
area.Our paper results demonstrate that the time consumed to find out the faculty nodes in our proposed algorithm is 
relatively less with a large number of faculty sensors existing in the network. 
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I. INTRODUCTION 
 
Wireless sensor networks have seen tremendous advances and utilization in the past two decades. Starting from 
petroleum exploration, mining, weather and even battle operations, all of these require sensor applications. One of the 
main reason for the growing popularity of wireless sensors is, with out manual intervention they can work in the areas.. 
All the user needs to do is to gather the data sent by the sensors, and with certain analysis extract meaningful 
information from them. Usually sensor applications involve many sensors deployed together. These sensors form a 
network and collaborate with each other to gather data and send it to the base station. The base station acts as the 
control center where the data from the sensors are gathered for further analysis and processing. The nodes in the 
wireless sensors are used for monitoring physical or environmental conditions.These nodes combine with gateways and 
routers to create a WSN system.The topology of the WSNs can vary from a simple star network to an advanced 
wireless mesh network. The propagation technique among the nodes of the network could be routing or flooding. The 
power of the wireless sensor networks lies in the capability to deploy large numbers of small nodes that assemble and 
configure themselves. In addition to drastically decreasing the installation costs, wireless sensor networks have the 
capability to dynamically adapt to changing environments. Adaptation mechanisms can lead to changes in network 
topology or can cause the network to shift between different modes of operation. 
Detection of nodes in mobile networks is difficult due to node movements. Therefore, techniques that are designed for 
static networks are not applicable. Second, the network may not always be connected. Therefore, approaches that rely 
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on network connectivity have limited applicability. The detection must be done in a conserving manner due to the 
limited sources like computation, battery life and communication. 
 

II. LITERATURE SURVEY 
 
A Self-Managing Fault Management Mechanism for WSN 
In this approach a new fault management mechanism was proposed to deal with fault detection and recovery. It 
proposes a hierarchical structure to properly distribute fault management tasks among sensor nodes by heavily 
introducing more self-managing functions. The proposed failure detection and recovery algorithms have been 
compared with some existing related algorithm and proven to be more energy efficient. 
The proposed fault management mechanism can be divided into two phases: 
Fault detection and diagnosis. 
Fault recovery. 
 
Fault Detection and Diagnosis:To efficiently detect the node sudden death, our fault management system employed 
an active detection mode. In this approach, the message of updating the node residual battery is applied to track the 
existence of sensor nodes. In active detection, cell manager asks its cell members on regular basis to send their updates. 
Such as the cell manager sends “get” messages to the associated common nodes on regular basis and in return nodes 
send their updates. This is called in-cell update cycle. The update_msg consists of node ID, energy and location 
information. 
 
Fault Recovery: After nodes failure detection (as a result of self-detection or active detection), sleeping nodes can be 
awaked to cover the required cell density or mobile nodes can be moved to fill the coverage hole. A cell manager also 
appoints a secondary cell manager within its cell to acts as a backup cell manager. Cell manager and secondary cell 
manager are known to their cell members. If the cell manager energy drops below the threshold value (i.e. less than or 
equal to 20% of battery life), it then sends a message to its cell members including secondary cell manager. It also 
informs its group manager of its residual energy status and about the candidate secondary cell manager. This is an 
indication for secondary cell manager to stand up as a new cell manager and the existing cell manager becomes 
common node and goes to a low computational mode. 
 

III. METHODOLOGY 
 
EXISTING SYSTEM 
Mobile wireless networks have been used for many mission critical applications, including search and  rescue, 
environment monitoring, disaster relief, and military operations. Such mobile networks are typically formed in an Ad-
hoc manner, with either persistent or intermittent network connectivity. Nodes in such networks are vulnerable to 
failures due to battery drainage, hardware defects or a harsh environment. Detecting node failures is important for 
keeping tabs on the network. It is even more important when the mobile devices are carried by humans and are used as 
the main/only communication mechanism. 
Disadvantages of Existing System: 
1. Node failure detection in mobile wireless networks is very challenging because the 
network topology can be highly dynamic due to node movements. Therefore, techniques 
that are designed for static networks are not applicable. 
2. The network may not always be connected. Therefore, approaches that rely on network 
connectivity have limited applicability. 
3. The limited resources (computation, communication and battery life) demand that node 
failure detection must be performed in a resource conserving manner. 
 Due to above disadvantage, we propose a new approach for the problem 
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we propose a novel probabilistic approach that judiciously combines localized monitoring, location estimation and 
node collaboration to detect node failures in mobile wireless networks. Specifically, we propose two schemes. In the 
first scheme, when a node A cannot hear from a neighboring node B, it uses its own information about B and binary 
feedback from its neighbors to decide whether B has failed or not. In the second scheme, A gathers information from its 
neighbors, and uses the information jointly to make the decision. 
 Our approach has the advantage that it is applicable to both connected and disconnected networks. 
 Our schemes achieve high failure detection rates, low false positive rates, and low 
communication overhead. 
 

IV.   RESULTS 
 
The initial algorithm was implemented in a 100 X 100 unit network topology and the detection accuracy & False Alarm 
Rate were determined. The shortcomings of the algorithm were identified and overcome by using clustering in the 
network. 
 

 
 

Fig 1: WSN Nodes Histogram 
 

 The occurrence of the node are shown in the form of graph chat.The values are taken on the x-axis and the 
frequency is taken on the y-axis. 
 The values are taken from a range of 20. 
 The frequency is taken from a range of 50. 
 In the above graph the node occurrence is at the interval of 0-20 and least at the interval of 60-80. 
The detected nodes are shown  in the below figure.The black square nodes indicate them 
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Fig 2: Node Detection 
Detection accuracy for percentage of fault probability, where θ1=0.75, θ2=0.8,δ=1, no of reading taken=3, 
connectivity=10 
This shows that there is a gradual decrease in the detection accuracy and increase in the false alarm rate(FAR) because 
of increase in arbitrary sensor readings that come under the threshold(mainly in case of permanent faulty nodes where 
reading is 0). 
 

V. CONCLUSION 
 
I generally tend to quality owe a probabilistic technique and designed a node failure detection schemes that mix 
localized watching, vicinity estimation and node collaboration for mobile wireless networks. Intensive simulation 
consequences show that our schemes reach excessive failure detection charges, low fake high quality fees, and 
occasional communicate overhead. I have a tendency to extra incontestable the trade offs of the binary and non binary 
feedback schemes. As destiny work, i tend to conceive to evaluate our schemes exploitation real-international high-
quality lines and in situations with abnormal transmission stages. Our technique depends on vicinity estimation and 
consequently using heartbeat messages for node to study each other. Here, we have proposed an algorithm for fault 
detection and event disambiguation in WSN that takes into account the eventful areas and normal areas under two 
different categories. It accordingly forms two clusters and compares the readings of the nodes within their group. From 
the simulation, we have shown that initially, due to taking number of nodes as parameter, the detection accuracy of the 
network reduced with time because of ununiform connectivity. In the proposed algorithm, we have overcome this 
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problem by taking fault tolerance as a measure of percentage of total connectivity. We then have introduced another 
variable called fault disambiguation variable. This confirms that nodes of same zone form a cluster and consider 
readings of the neighbors hence formed. This algorithm is useful for fault detection when an event occurs because 
otherwise the data would be considered as faulty. 
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