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 ABSTRACT: This paper deals with sentiment analysis in text documents, especially text valence detection. The 
survey tend to concentrate on modeling user generated review and aim to spot linguistic aspects from knowledge of 
opinion. It also tries to predict overall sentiments for a user generated post on social media. Sentiment analysis over 
Twitter and other Social Media platforms offer organizations a fast and effective way to monitor the publics’ feelings 
towards their general post or any post related to their brand, business etc. A wide range of features and methods for 
training sentiment classifiers for Twitter and other Social Media platforms have been researched in recent years with 
varying results. Till date not many researches have been made to extract sentiments from emoticons. So the purpose of 
this paper is to perform sentiment analysis on text data as well as on emoticons through known researches and learning 
new concepts about data analysis. 
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I. INTRODUCTION 
 
Sentiment Analysis (SA) is one among the foremost wide studied applications of Natural Language Processing (NLP) 
and Machine Learning (ML). This field has grown tremendously with the advent of the Web 2.0. The Internet has 
provided a platform for individuals to specify their views, emotions and sentiments towards products, people and life in 
general. Thus, the web is currently a huge resource of opinion made knowledge. The goal of Sentiment Analysis is to 
harness this knowledge so as to get necessary data concerning belief, that may facilitate build smarter business choices, 
political campaigns and better product consumption. Sentiment Analysis focuses on distinguishing whether or not a 
given piece of text is subjective or objective and if it is subjective, then whether or not it is negative or positive. 
Sentiment analysis starts with a question that “What others think?” and finally converts into billions of bucks of 
economic deal. After the good success of Web-2.0, sentiment analysis became an exciting and commercially supported 
analysis field. 
 

II. LITERATURE REVIEW 
 
1)  Sentiment Analysis and Opinion Mining 
AUTHOR:  Bing Liu 
Pervasive real-life applications are solely a part of the rationale why sentiment analysis may be a well-liked analysis 
downside. Its conjointly extremely difficult as a IP analysis topic, and covers several novel sub problems as we are 
going to see later. To boot, there was very little analysis before the year 2000 in either IP or in linguistics. A part of the 
rationale is that before then there was very little opinion text out there in digital forms. Since the year 2000, the sphere 
has mature chop-chop to become one in every of the foremost active analysis areas in IP. Its conjointly wide researched 
in data processing, Web mining, and knowledge retrieval. In fact, it's unfold from computing to management sciences 
 
2) Thumbs up? Sentiment Classification using Machine Learning Techniques 
AUTHORS: Bo Pang and Lillian Lee, Shivakumar Vaithyanathan 
The problem of classifying documents not by topic, however by overall sentiment, e.g., crucial whether or not a review 
is positive or negative. Victimization film reviews as knowledge, we discover that commonplace machine learning 
techniques definitively surpass human-produced baselines. However, the 3 machine learning strategies we tend to 
utilized (Naive Thomas Bayes, most entropy classification, and support vector machines) don't perform in addition on 
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sentiment classification as on ancient topic-based categorization. We tend to conclude by examining factors that build 
the sentiment classification drawback more difficult. 
 
3) Adding Redundant Features for CRFs-based Sentence Sentiment Classification 
AUTHORS:  Jun Zhao, Kang Liu, Gen Wang 
 Author presents a completely unique methodology supported CRFs in response to the 2 special characteristics of 
“contextual dependency” and “label redundancy” in sentence sentiment classification. We have a tendency to attempt 
to capture the discourse constraints on sentence sentiment victimization CRFs. Through introducing redundant labels 
into the first sentimental label set and organizing all labels into a hierarchy, our methodology will add redundant 
options into coaching for capturing the label redundancy. The experimental results prove that our methodology 
outperforms the traditional ways like NB, SVM, MaxEnt and commonplace chain CRFs. compared with the cascaded 
model, our methodology will effectively alleviate the error propagation among completely different layers and acquire 
higher performance in every layer. 
 
4) Opinion Miner: A Novel Machine Learning System for Web Opinion Mining and Extraction 
AUTHORS: Wei Jin, Hung Hay Ho, Rohini K. Srihari   
Merchants merchandising product on the net typically raise their customers to share their opinions and active 
experiences on products they need purchased. sadly, reading through all client reviews is tough, particularly for 
fashionable things, the number of reviews may be up to tons of or maybe thousands. This makes it tough for a possible 
client to scan them to make associate degree educated call. The Opinion Miner system designed in this work aims to 
mine client reviews of a product and extract high elaborated product entities on that reviewers express their opinions. 
Opinion expressions are known and opinion orientations for every recognized product entity are classified as positive 
or negative. Completely different from previous approaches that used rule-based or applied math techniques, we 
propose a unique machine learning approach engineered below the framework of linguistic process HMMs. The 
approach naturally integrates multiple necessary linguistic options into automatic learning. During this paper, we have a 
tendency to describe the design and main components of the system. The analysis of the planned method is given 
supported process the net product reviews from Amazon and alternative in public accessible datasets. 
 
5) A Hierarchical Aspect-Sentiment Model for Online Reviews 
AUTHORS: Suin Kim, Jianwen Zhang , Zheng Chen , Alice Oh , Shixia Liu 
To help users quickly perceive the most important opinions from large online reviews, it's necessary to mechanically 
reveal the latent structure of the aspects, sentiment polarities, and also the association between them. However, there's 
very little work offered to do this effectively. During this paper, we have a tendency to propose a gradable aspect 
sentiment model (HASM) to get a gradable structure of aspect-based sentiments from unlabeled on-line reviews. In 
HASM, the entire structure could be a tree. Every node itself is a two-level tree, whose root represents a facet and also 
the children represent the sentiment polarities related to it. Each side or sentiment polarity is sculptured as a distribution 
of words. To mechanically extract each the structure and parameters of the tree, we have a tendency to use a theorem 
statistic model, recursive Chinese eating house method (rCRP), because the previous and jointly infer the aspect-
sentiment tree from the review texts. Experiments on 2 real datasets show that our model is comparable to two different 
gradable topic models in terms of quantitative measures of topic trees. Shown that our model achieves higher sentence-
level classification accuracy than antecedently planned aspect sentiment joint models 
 
6) Sentiment Analysis and Opinion Mining 
Author: Bing Liu 
Sentiment analysis, additionally known as opinion mining, is that the field of study that analyzes people’s opinions, 
sentiments, evaluations, appraisals, attitudes, and emotions towards entities like merchandise, services, organizations, 
individuals, issues, events, topics, and their attributes. It represents an outsized problem area. There also are several 
names and slightly completely different tasks, e.g., sentiment analysis, opinion mining, opinion extraction, sentiment 
mining, subjectivity analysis, have an effect on analysis, feeling analysis, review mining, etc. However, they're 
currently all below the umbrella of sentiment analysis or opinion mining. Where as in business, the term sentiment 
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analysis is additional commonly used, however in academe each sentiment analysis and opinion mining are of times 
utilized. 
 
 

III. BLOCK DIAGRAM OF SYSTEM 
 

 

 
Figure 1. Block Diagram of System 

 
 
 
Modules: 
Admin  
Who will manage the database, analyze sentiments and calculate average count of reviews as positive, negative or 
neutral. 
Users 
Users will upload posts or comments on Twitter or Social media. 
 

IV. MATHEMATICAL MODEL 
 

Let S be the Whole system S= {I, P, O} 
I-input 
P-procedure 
O-output   
Input (I) 
I= {No of user , reviews(textual or emoticons), likes, dislikes , total } 
Where, 
Users -> upload positive, negative, neutral review in the form of text or emoticon 
Procedure (P) 
P= {I, LDA algorithm, total review count} 
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For LDA Algorithm  
Input:  words w € documents d 
Where, 
w be the corpus of words.  
d is the set of documents. 
n  be the number of words. 
k be the number of words in the document. 
α  and β are LDA constants. 

Output:  topic assignments z and counts  ,  and  
Where, 

the number of words assigned to topic k in document d. 

the number of times word w is assigned to topic k. 
 
Output (O)-  
O= {effective reviews, total count} 
 

IV. CONCLUSION 
 
By studying all the research papers in the field of opinion mining which are mentioned in the LITERATURE REVIEW 
section of this survey paper, we will be performing sentiment analysis on our social media, which will be a web 
application as well as on Twitter. To perform sentiment analysis on Twitter’s developer account, we will be  
Extracting data of the particular developer account through Twitter provided API. But drawback of performing 
sentiment analysis on Twitter is that, Twitter does not allow us to get their emoticon’s set and the coding associated 
with the same. So we will be developing our own social media so that we can perform sentiment analysis on emoticons 
as well. The overall system will perform sentiment analysis on textual data of users as well as on emoticons and 
average count of sentiments will be generated so as to get user’s overall opinion about that particular post. 
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