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ABSTRACT: Achatbot delivers data-driven results, helping the customer service representative solve problems 

swifter, saving time and increasing customer satisfaction. Best of all, because the chatbot learns over time, the process 

will get faster as the chatbot faces the same type of calls. The purpose of this system is to display all the characteristics 

of “Chatbot. The main objective of preparing this document is to give a detailed description of an artificially intelligent 

chatbot deployed on extensively used messaging platform- Facebook Messenger, the services provided by it and how it 

optimizes the usage of various applications by merging it onto one platform without the hustle of switching between the 

apps, saving the memory, time and moreover providing rich information and performing activities with relative ease to 

enhance the user experience. 
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I. INTRODUCTION 

 
 

The use of virtual assistants, or chatbots , as bases for system interactions with humans is becoming of growing 

interests. This is due to the fact that human languages offer a natural way of communication and the availability of 

methods and tools allowing computers to analyze and process such languages. There are studies, e.g.  predicting a rise 

of the chatbot market in the future. Natural language interfaces (NLI) offer a lot of new possibilities for humans to 
interact and collaborate with chatbots . Chatbots rely often on a set of rules or trained neural networks for deciding 

answers to be given to users or questions to be stated in order to handle requests. In principle chatbots are not restricted 

to an application domain. However, it is often the cases that chatbots rely on pre-specified patterns that trigger the 

chatbot’s behavior, which restricts the possibilities of interaction patterns with human users. This is certainly not a 

drawback for applications like chatbot-based systems especially designed for a particular purpose, e.g., for providing 

tourism information, planning trips, or booking hotels. 

 

With increasing complexity, chatbots can be expected to support humans in decision making. Ensuring correct 

functionality becomes critical for such systems. The failure to fulfil this requirement can lead to negative consequences 

for individuals and companies alike. Therefore, testing the chatbot’s functionality will become an important task in the 

future.In this system, we do not focus on the underlying techniques and methods behind successful chatbot 

implementation. Instead, we discuss the validation and verification part behind chatbots. In particular, we are interested 

in providing methods and tools for automating the test of chatbots in order to increase quality of the chatbot 

implementation. Testing chatbots requires to provide test cases and a test execution framework for checking functional 

and non-functional requirements. The former is for confirming that the chatbot’s behavior follows given expectations. 

For example, when we want to book a hotel in Prague, a hotel-booking chatbot should be able to guide the user until a 

hotel in Prague can be booked. The latter deals with issues like security, which is important especially in the case of 

textual interfaces provided over the Internet. There chatbots might be vulnerable against classical attack patterns like 

cross-side scripting (XSS) or SQL injection. 

 

II. PROBLEMSTATEMENT 
 

The existing approval-based systems for requests rendered it difficult to handle higher numbers of transactions and 
larger volumes of data resulting in delays in approvals and decreased employee satisfaction. The customer needed a 

smart Artificial Intelligence (AI) solution which uses advanced decision-making and machine learning to not only 

resolve this but also customize the process as per the request while also reducing the number of inputs by the user.  
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III. LITERATUREREVIEW 
 
 

1] Chatbot-based Tourist Recommendations Using Model-based Reasoning. Iulia Nica and Oliver A. Tazl and 
FranzWotawa 
In this paper, we present the underlying methods and technologies behind a Chatbot for e-tourism that allows people 

textually communicate with the purpose of booking hotels, planning trips, and asking for interesting sights worth being 

visit. In particular, we show how model-based reasoning can be used for enhancing user experience during a chat, e.g., 

in cases where too manypossible selections are available or where user preferences are too restricted causing 

inconsistencies and as a consequence not possible answers to be provided. Besides the underlying foundations, we 

provide a use case from the intended tourism domain to show how such a model-based chatbot effectively can be used 

in practice. 

 

2] Mohammed Javed, P. Nagabhushan, B.B. Chaudhari, “A Direct Approach for Word and Character 
Segmentation in Run-Length Compressed Documents with an Application to Word Spotting”, 13th 
International Conference on Document Analysis and Recognition (ICDAR), 2015. 
Mohammed Javed et al. [1] [2015]explained a method to implement word segmentation. He proposed in his algorithm 

to calculate character spaces in the sentences. The character spaces should include all types of gaps between characters. 

They include the gaps between letter, punctuations and the words. The algorithm functions on the basis of the amount 

of gap or character space between each unit in the sentence. After the calculation of character spaces, an average of the 

gaps is calculated to know the mean average between characters in the sentence. This average gap distance is then 

applied to the sentence which is to be segmented. The places at which the character space is more than the average 

character space are said to be the points oftokenization. The gap between words is always more than the average gap 
and hence tokenization takes place at the blank spaces between words in the sentences. 

 

3] Naeun Lee, Kirak Kim, Taeseon Yoon, “Implementation of Robot Journalism by Programming Custombot 
using Tokenization and Custom Tagging”, 2017. 
Naeun Lee et al. [2] [2017]proposed the implementation of word segmentation using NLTK. Natural Language 

ToolKit (NLTK) is a python package which caters to provide services for NLP. It has inbuilt tokenizers. Users need to 

import the package and use the required type of tokenizer which is present in the form of functions. The NLTK 

includes a wide range of tokenizers which are as follows standard, letter, word, classic, lowercase, N-gram, pattern, 

keyword, path, etc. The most commonly used tokenizer is the word-punkt tokenizer which splits the sentences at the 

blank spaces. The accuracy, speed and efficiency of the NLTK tokenizers is commendable. Also, it does not require 

any algorithm implementation as the package executes them at the backend. 

 

4] Tao Jiang, Hongzhi Yu, Yangkyi Jam, “Tibetan Word Segmentation Systems based on Conditional Random 
Fields”, 2011. 
Tao Jaing [3] [2011]explains the usage of CRF (Conditional Random Fields) Algorithm for word segmentation. This 

algorithm trains the system for spaces between the characters. Using this training, the system identifies the gap between 

characters in the test sentence. The system keeps a threshold value for the gap distance. If the value of gaps in the test 

sentence is more than the specified threshold, then the sentence splits at those points. CRF requires a lot of training to 

be given to the system, which makes the process time consuming. Comparing the three methods illustrated above, the 

NLTK proves to be more efficient in all aspects as compared to the other two. The usage of NLTK does not require the 

implementation of any algorithm as everything is taken care by the package itself. Also, the accuracy, speed and 

diversity provided by the package is better than the two algorithms. 

 
5] Jerome r. Bellagarda, “Parts-Of-Speech tagging byLatent Analogy”, IEEE Journal of Selected Topics in 
Signal Processing, Vol. 4, No. 6, 2010. 
Jerome R. Bellegarda [4] [2010] proposed a method called latent analogy for POS Tagging. In this algorithm, latent 

semantic mapping (LSM) technique is used. It requires the training on the available corpus. The LSM maintains a 

featurespace of the trained corpus which has been tagged. Now, new sentences are provided to the LSM for tagging and 

the analysis is performed so as to determine the sentences from the training data which are closest to the test sentence. 

This is called as sentence neighbourhood. Sentence neighbourhood holds true for two sentences if they share the same 

intent matter. Once the intent matching sentences are found from the trained data, the POS tags attached to those 

sentences are then mapped to the test sentences. 
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IV. METHODOLOGY 
 

Java chatbot example using aiml library In this Java AIML tutorial, we will learn to create simple chatbot program in 

Java. A Chatbot is an application designed to simulate the conversation with human users, especially over the Internet. 

Internally it uses any NLP (Natural Language Processing) system to interpret the human interactions and reply back 

with meaningful information. 

 

AIML (Artificial Intelligence Markup Language) is an XML dialect for creating natural language software agents. It 

contains the basic rules which Natural Language Understanding (NLU) unit uses internally. It can be think of as a heart 

of the engine. The more rules we add in AIML – the more intelligent our Chatbot will be. 

 

It’s important to know the difference between NLP and NLU. NLP refers to all systems that work together to handle 

end-to-end interactions between machines and humans in the preferred language of the human. In other words, NLP 

lets people and machines talk to each other “naturally”. NLU is actually a subset of the wider world of NLP. It helps in 

parsing unstructured inputs e.g. mispronunciations, swapped words, contractions, colloquialisms, and other quirks.  

 

Mathematical Model:  
Let S be the Whole system which consists: 

 

S= {IP, U, PRO,OP,SF,Q,IR}. 

 

 

Where, 
A. IP is the input of the system. 

 

B. Pro is the procedure applied to the system to process the given input. 

 

C. OP is the output of the system. 

 

INPUT:   
U={U1,U2,.....Un} 

 

U is Set of user  enter the Query 

 

Q={Q1,Q2,.....Qn} 

 

Q is the set of input query that enter the User side 

 

System:{SF} 

 

SF is Slot Filtering  

 

IR is the intent  parameter recognition 

 
Output:{Chat boat processing} 
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 Proposed system: 
 
The tested chatbot is meant for tourism purposes. As such, it offers the possibility to book a room by interacting with a 

user. The chatbot was developed in the known chatbot developmenttool, Dialogflow . The typical program flow of 

Dialogflow, as shown in Figure 1, consists of several steps. 

 
 

 

Fig.1:System Architecture  

 

 

First, the user provides an input to the system, which is then parsed by the agent, thereby responding accordingly. To 

specify the conversation flow, intents are used in order to classify requests. Each intent is composed of possible user 

inputs that can trigger this intent. It also defines what data to extract and in what manner to respond. Generally 

speaking, an intent represents a specific dialogue part within a conversation. In our case, the chatbot is able to 

recognize a booking request and respond appropriately. 
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Training phrases represent an important part of the intent matching of user inputs. These comprehend libraries of 

possible utterances, which the user could say to match the intent. Also, phrases can be annotated to match entities. 

These represent categories of things relevant for the intent, like city names or numbers. A typical chatbot consists of 

several intents. Each of them representing a variety of user intentions. 

 

V. PROJECT OBJECTIVES 
 

1. Input Design is the method of converting a user-centric description of the input into a computer-based system. 

This design is essential to avoid errors in the data input process and show the correct direction to the management for 

getting correct information from the computerized system. 

2. It is achieved by creating user-friendly screens for the data entry to handle large volume of data. The main 

objective of designing input is to make data entry easier and to be free from mistakes. The data entry screen is designed 

in such a way that all the data manipulates can be performed. It also provides record viewing facilities.  

3. When the data is entered, it will check for its validity. Data can be entered with the help of screens. 

Appropriate messages are provided as when needed so that the user will not be lost. Thus, the objective of input design 

is to create an input layout that is easy to follow 

 
VI. OUTCOME/RESULT 

 
The importance of Facebook messenger chat bots is the fact that the future vision of the customer service is making it 

relatively comfortable for users to go through the medium they want, have an experience that saves their time and 

provide better information, without involving a human at all.The messenger chat bots have already started spreading in 

a young market in India, where cheap smart devices are accelerating the annual growth in smartphone adoption to a 
massive 36 percent each year for the next five years. 

User Home  
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Upload Data Set 
 

 
 

 

 

Train aiml file 
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Chat Response 
 

 
 
 

VII. CONCLUSION 
 

 
We addressed an upcoming issue in artificial intelligence, namely chatbots. These service-oriented implementations 

communicate in natural language and need to guarantee functionality. For this reason, we introduced a planning-based 

testing approach for functional testing of chatbots. Here planning is used to create a model, which serves for test case 

generation. The test purpose is to test a tourism chatbot by booking a hotel reservation. Planning generates sequences of 

actions that depict possible test scenarios. In order to refine the test generation, specific conditions can be set in 

planning so more diverse test cases are generated. Afterwards, a testing framework executes the test cases in an 

automated manner.which refers to sustaining the new system is very important and this is where most 5S systems fail. 

This task has been assigned toone of the team members who will look after maintenance and sustenance of the file 

retrieval system. Thus it can be concluded thatthenewlyintroduced5Ssystemisa successin manyaspects.  
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