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ABSTRACT:Loans are the major source from where the banks make their profit. Although many people apply for a 
loan. Choosing a real applicant to pay off a loan is difficult. Because it is done manually, there can be a lot of confusion 
in selecting real applicants. Therefore, we are developing a loan prediction system using machine learning so that the 
system automatically selects suitable candidates. This is useful for both bank employees and applicants. The loan term 
is greatly shortened. This article uses some machine learning algorithms such as decision trees,support vector 
machine,random forest classifier,logic regression,K-nearest neighbour to predict loan data. 
 
 

I. INTRODUCTION 
 
Distribution of the loans is the most critical part of any financial institution like bank. The main portion of the bank’s 
assets directly come from the profit earned from the loans distributed by the banks. The prime objective in banking 
environment is to invest their assets efficiently and at large scale in form of loans. Today many banks/financial 
companies approves loan after a rigorouss process of verification and validation but still there is no surety whether the 
chosen applicant is the deserving right applicant out of all applicants. Through this system we can predict whether that 
particular applicant is appropriate for loan approval or not and the whole process of validation of features is automated 
by machine learning techniques. 
Loan Prediction is very helpful for the employees of banks as well as for the applicant too. The goal of this project is to 
provide a fast, immediate and easy way to select qualified candidates. This can provide special benefits to the bank. 
The loan prediction system can automatically calculate the weight of each function involved in loan processing, and in 
the new test data, the same function given the associated weight is processed. 
 

II. LITERATURE REVIEW 
 
Sarwesh Site, Dr. Sadhna K. Mishra[1] proposed the method in which two or more classifiers are combined together build a 
ensemble model for better prediction. They 
he used bagging and strengthening techniques and then used them random forest technique. The classifiers process is k 
improve data performance and provide better efficiency. In this work, the authors describe various ensemble techniques for 
binary classification and also for multi-class classification. A new technique that is described by the authors for the ens emble 
is the COB which gives effective classification performance, but also compromised by noise and outlier classification 
data.Finally, they concluded that the algorithm is file-based improves the results for the training dataset. 
 
A.R.Ghatge, P.P.Halkarnikar[2] develops artificial a neural network model for bank credit risk prediction.A feedback 
propagation neural network isused to predict credit default. They also compare results with the bank's manual calculations in 
2004, 2005 and 2006. The results are better and higher performance compared to the bank's manual calculations. 
 
Alaraj, M., Abbod, M. [3] introduce a credit risk model which are based on homogeneous and heterogeneous classifiers. An 
ensemble model based on three classifiers which are logistic artificial neural network, logistic regression and vector machine 
support. The results show that the set of heterogeneous classifiers has improved performance and accuracy compared to a set 
of homogeneous classifiers. 
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M. Yaghini, T. Zhiyan and M. Fallahi [4] reports a a model that is based on feedforward neural networks identify bad 
customers in the bank. They use three different strategies such as fast, dynamic and multiple strategy. To avoid redrawing the 
model, cross validation is done on the model. Evaluate the proposed model, the result of the neural network is compared with 
a 
common prediction methods namely decision tree and logistic regression. The results indicate that three layers neural network 
based on backpropagation learning the fast strategy algorithm has higher accuracy. 

 
III. PROBLEM STATEMENT 

 
Financial companies, banks handle different types of loans, such as student loans, shop loans, home loans,personal loans, etc. 
All of which are part of the national loan types. All businesses and banks are located in towns, towns and cities. After 
customer applies for a loan, this bank/company wants to verify the details of customer as to whether the applicant is eligible 
for a loan. The main purpose of the system is to get loans with or without approvals based on the trained machine learning 
model. 
 

IV. THE REFLECTIVE PROCESS 
Step 1: We explore the input datasets. 
Step 2: After exploring the data we do univariate analysis on the variables.  
Step 3: Then we perform bivariate analysis on the variables. 
Step 4: After step3 we treat the missing values present in the dataset. 
Step 5: We perform preprocessing like Feature Engineering, Outliers Removal, Feature Scaling, and Transformation. 
Step 6: We put the refined dataset into the machine learning models and performed the following. 
6.1: Logistic Regression 
6.2: KNN Classifier 
6.3: Decision Tree Classifier 
6.4: Random Forest 
6.5: Support Vector Machine (SVM) 
Step 7: We evaluate the results of the models and provide the best result and machine learning model to the user.  
 
Logistic Regression: 
This type of statistical model (also known as the logit model) is commonly used for classification and predictive analytics. 
Logistic regression estimates the probability of an event such as: B. Voting or non-voting based on a particular set of 
independent variable data. The result is a probability, so the dependent variable is limited between 0 and 1. In logistic 
regression, logit transformations are applied to probabilities. H. The ratio of the likelihood of success to the likelihood of 
failure. 
 
KNN Classifier: 
The K-nearest neighbors (KNN) algorithm is a type of supervised ML algorithm that can be used for both classification and 
regression prediction problems. However, it is mainly used for classification of predictive problems in industry. The 
following two properties would well define KNN − 
 
Lazy Learning Algorithm − KNN is a lazy learning algorithm because it does not have a dedicated training phase and uses 
all data for training during classification. 
 
Non-parametric learning algorithm − KNN is also a non-parametric learning algorithm because it does not assume anything 
about the underlying data. 
 
Decision Tree Classifier: 
A decision tree is a supervised learning technique that can be used for both classification and regression problems, but is 
mostly preferred for solving classification problems. It is a tree-structured classifier where internal nodes represent features of 
the dataset, branches represent decision rules, and each leaf node represents an outcome. 
There are two nodes in a decision tree, which are the decision node and the leaf node. Decision nodes are used to make 
decisions and have multiple branches, while Leaf nodes are the output of these decisions and contain no further branches. 
 
Random Forest: 
As a supervised learning technique, Random Forest is a popular machine learning algorithm. 
Both classification and regression problems can be solved with it in machine learning. This method relies on ensemble 
learning to solve complex problems and improve performance by combining multiple classifiers. 
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As the name suggests, "Random Forest is a classifier that contains a number of decision trees on different subsets of a given 
data set and takes the average to improve the predictive accuracy of that data set." Instead of relying on a single decision tree, 
a random forest takes a prediction from each tree and predicts and predicts the final output based on the majority of votes. 
 
Support Vector Machine(SVM): 
Support Vector Machine or SVM is one of the most popular supervised learning algorithms used for both classification and 
regression problems. However, it is primarily used for classification problems in machine learning. 
By using the SVM algorithm, we create the best decision boundary from the n-dimensional space so that we can easily assign 
new data points to the correct category in the future. This best decision boundary is called the hyperplane. 
SVM selects extreme points/vectors that help in creating the hyperplane. 
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V. PROPOSED SYSTEM 
 
This loan approval system benefits both the bank and its customers. Banks can use our model to embed our model in a 
user interface that clients can use. This helps the bank avoid unnecessary processing of applications that do not meet 
the minimum criteria based on previous experience. Meanwhile, it will benefit customers who apply for a loan to the 
bank that is most likely to be approved for a loan. Thus, the system can save time, resources and effort for both the 
bank and its customers. 
In machine learning, we use semi-automated gaining knowledge of the data to determine if it is a loan will or will not 
be approved. The classification could be a supervised learning in which the response is categorical, i.e its unit area 
values in a finite unordered set. Easy matter classification is used, scikit learn. Praim primacy of this the company does 
not have to maintain a ground team verify and verify customer records. They can easily check whether the loan must be 
approved by this prediction or not Model. 
 In this article, we try to develop the user interface flexibly meaning graphical concepts connected through a browser 
interface.Our goal is to implement a machine learning model in such a way that it is possible to classify,with the 
highest degree of accuracy possible, master card fraud by a dataset collected from Kaggle. after an initial survey of 
knowledge, we tend to know that we could implement a random forest model for the best accuracy reports. 
 Random forest because it was a good candidate for binary classification. The sklearn Python library was used for the 
implementation project, we used Kaggle datasets for credit card fraud detection,using pandas to dataframe for class ==0 
for no fraud and class==1 for fraud,matplotlib for plotting fraud and non-fraud data, train_test_split for data extraction 
(split arrays or matrices into random train and test subsets) and used Logistic Regression machine learning algorithm 
for fraud detection and printing score prediction by algorithm. Confusion at last matrix was plotted as true and 
predicted. The main part of this post uses sklearn preprocessing the MinMax method is scalar, i.e. it helps to normalize 
the data. Model selection using cross-validation, split train/test, kfold, GridSearchCV. 
 

VI. CONCLUSIONS 
 
From a proper analysis of the positive points and limitations of the element, it can be safely concluded that the product 
is a highly productive element. This use works properly and fulfills all requirements of the Banker. This member can be 
freely connected to many other systems. There have been mathematical cases of computer glitches, content violations, 
and the most important feature weight is fixed in the automated prophetic system, so the so-called software could be 
safer, more trustworthy, and more dynamic in the near future. In the near future, this prophecy module may be 
integrated with the automated processing system module. The system is trained on the old training data set in the future 
software can be made so that the new test date should also participate in the training data after a certain correction 
period.  
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