
 
       ISSN(Online): 2320-9801 

          ISSN (Print):  2320-9798                                                                                                                                 

 

 

International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 12, December 2015  

 

Copyright to IJIRCCE                                                DOI: 10.15680/IJIRCCE.2015. 0312020                                                  12171    

 

A Survey on Stability and Diversity of 

Recommender Systems 
Sagar Sontakke

1, 
Prof. Pratibha Chavan

2
 

1 
M.E. Dept. of I.T., R.M.D. Sinhgad School of Engineering, Savitribai Phule Pune University,Pune, Maharashtra,India 

2
Asst. Professor, Dept. of I.T., R.M.D. Sinhgad School of Engineering, Savitribai Phule Pune University, Pune, 

Maharashtra, India 

 
ABSTRACT: Recommender systems are used extensively now-a-days for various web-sites such as for providing 

products suggestions based on customers’ purchase history and searched product keywords. Current recommendation 

system approaches lack of a high degree of stability. Diversification of prediction is also important feature of 

recommender system. Having displayed same set of results every time may increase lack of trust in recommendation 

systems. In this paper, our focus is on stability of different recommender system approaches and providing diversity in 

results. We will focus on different recommender system approaches, methods provided to improve the stability and 

approaches in increasing diversity of recommender system. 
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I. INTRODUCTION 

Recommender systems are type of information filtering system that predicts results based on ranking, rating or 

preference that a user would give to an item. Recommender systems are very common now-a-days and used in variety 

of applications. Various applications or websites related to movies, music, news, books, scholarly articles, search 

queries, social tags, online dating or matchmaking for marriages and products in retail store etc. are using recommender 

systems extensively. Recommender systems are great alternative to traditional search algorithm as these systems take 

into consideration various other factors like user history, ratings, rankings etc. apart from just indexing.  

There are basically following three ways of producing a list of recommendation by system: 

- Collaborative filtering 

- Content-based filtering 

- Hybrid filtering 

Collaborative filtering uses a user’s behavior history such as items previously purchased or ratings given to those 

items etc. and similar decisions made by other users. Content based filtering focuses on characteristics of an item to 

recommend additional items with similar properties. Hybrid approaches are the combination of content based and 

collaborative filtering. 

Recommender Systems stability is defined as the ability of the system to be consistent in predictions made on the 

same items by the same algorithm, when any new incoming ratings are in complete agreement to system’s prior 

estimations. Stability is a measure of the level of internal consistency among predictions made by a given 

recommendation algorithm. Putting in simple form, stability is a measure of consistency of recommender system’s 

predictions. Consistency is one of the important characteristics of recommender systems. Inconsistency in 

recommender systems may have a negative impact on users’ trust of the recommender system and can reduce users’ 

acceptance of future suggestions by the system. This makes Stability as the most important and desired property. 

Diversity is another important property that recommender system should consider. Due to overload of information, 

it is pretty much possible to have redundant data in system predictions. Items with similar properties are less useful in 

users’ point of view. To reduce this redundancy, it is important to consider diversity of the system. 

In this paper, we are going to survey different approaches available to improve stability of the recommender 

systems and we are also going to see various ways to increase diversity in the system to reduce the redundancy. 
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II. LITERATURE SURVEY 

In [1] authors provides an extensive empirical evaluation of stability for six popular recommendation algorithms on 

four real world datasets. This paper provides experiments, results of which suggest that stability performance of 

individual recommendation algorithm is consistent across a variety of datasets and settings.In this paper, it is suggested 

that model-based recommendation algorithm consistently demonstrate higher stability than neighborhood-based 

collaborative filtering technique. Analysis of important factors such as sparsity of original rating data, normalization of 

input data, the number of new incoming ratings, the distribution of incoming ratings, the distribution of evaluation data, 

etc. to report their impact on recommendation stability is performed in this paper. 

In [2] a survey of neighborhood-based methods for the item recommendation problem is presented. Nearest-

neighbors is most popular approach among collaborative recommendation approaches. It is the simple and efficient 

approach. The main advantages and their important characteristics are described by the authors.While implementing 

neighborhood-based systems, the required essential decisions and practical information on how to make such decisions 

are suggested in this document. Large recommendation systems have issue of sparsity and limited coverage. This 

problem is also discussed and solutions are provided in this paper. 

In [3] various efficient techniques available among collaborative filtering are discussed. A framework is suggested 

which will combine these techniques to obtain good predictions. The methods provided in this paper are compared 

against Netflix Prize dataset It is proposed that the set of predictors with addition of biases to the regularized SVD, post 

processing SVD with kernel ridge regression is extended using a separate linear model for each movie and using 

methods similar to SVD but with fewer parameters. All predictors and selected 2-way interactions between them are 

combined using linear regression on a holdout set. 

In [4] the comparison is made on recommenders based on a set of properties that are relevant to application. A few 

algorithms are compared using some evaluation metric instead of absolute benchmarking of algorithms. The 

experimental settings are suggested to make decisions between algorithms. Three experiments namely Offline settings 

where there is no interaction from user, a small group of subjects experiment and provides experience and large scale 

online experiment where real user populations interact with the systems are reviewed. Different questions to ask, 

protocols to use in experimentation etc. are suggested. A largest of properties is reviewed and systems are evaluated in 

the given relevant properties. A large set of evaluation metrics in the context of the property that is evaluated, is also 

surveyed. 

In [5], the computational complexity of user-based collaborative filtering is discussed. Model-based 

recommendation techniques developed to address this problem analyze the user-item matrix to discover relations 

between the different items and use these relations to compute the list of recommendations. One of these model-based 

recommendation algorithm is presented in this paper. This algorithm determines the similarities between the various 

items and then uses them to identify the set of items to be recommended. The method used to compute the similarity 

between the items, and the method used to combine these similarities in order to compute the similarity between a 

basket of items and a candidate recommender item are two key steps in this type of algorithm. It is experimentally 

presented that these item-based algorithms are two times faster than traditional user-neighborhood based recommender 

systems. It is also proved by experiment that the algorithm provides better quality recommendations. 

In [6] collaborative filtering for web service recommendation system is discussed. Missing QoS (Quality-of-

Service) values of web services are considered and also performance improvements are suggested. While measuring the 

similarities between users and between services, existing QoS prediction methods do not consider personalized 

influence of users and services. Web service QoS factors like response time and throughput depends on the location of 

the web services and user which is also ignored by the existing web services recommendation systems. In this paper, a 

location-aware personalized CF method is used for web service recommendation. It utilizes both locations of users and 

web services when selecting similar neighbors for the target user or service. It provides enhanced measurement for 

experiments using real world datasets. It improves the QoS prediction accurately and efficiently compared to traditional 

CF-based methods. 

 

In [7], various collaborative filtering approaches in web services selection and recommendationdo not consider the 

difference between web service recommendation and product recommendation used in e-commerce sites. A hybrid 

collaborative filtering approach, region KNN is discussed in this paper. It is designed for large scale web service 

recommendation. It uses the characteristics of QoS by building an efficient region model. Memory-based collaborative 
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filtering algorithm used in this method provides a quicker recommendation. Region KNN is highly scalable, accurate 

algorithm compared to other traditional CF algorithms. 

In [8], voting classification algorithms such as Bagging and AdaBoost are reviewed and experimented with large 

empirical study comparing several variants in conjunction with a decision tree inducer (three variants) and a Naive-

Bayes inducer. These algorithms use perturbation, reweighting, and combination techniques. These techniques affect 

classification error. It is discussed that why and when these algorithms affect classification error. It is determined that 

Bagging reduced variance of unstable methods, while boosting methods reduced both the bias and variance of unstable 

methods but increased the variance for Naive-Bayes was very stable. It showcases fundamental differences between 

AdaBoost and Arc-x4. Some of voting variants are introduced in this paper such as pruning versus no pruning, use of 

probabilistic estimates, weight perturbations (Wagging), and back fitting of data. It is proved by experiment that 

Bagging improves when probabilistic estimates in conjunction with no-pruning are used, as well as when the data was 

back fit. Tree sizes are measured and it is shown that there is a positive correlation between the increase in the average 

tree size in AdaBoost trials and its success in reducing the error. Voting methods and non-voting methods are compared 

which indicated that voting methods lead to large and significant reductions in the mean-squared errors. Practical 

problems are also discussed. 

In [9], a scalable, general-purpose iterative smoothing algorithm is proposed in conjunction with different 

traditional recommendation algorithms. It improves the stability. The experiments with real world rating data proves 

the proposed approach more stable compared to the original algorithms. By improving stability, it does not sacrifice the 

predictive accuracy but instead at the same time improved it. 

In [10], a software agents Syskill & Webert are described. These are used to rate pages on World Wide Web. It 

provides the pages those might interest a user. Thus it increases the classification accuracy without seeing many rated 

pages. Using 'conjugate priors' from Bayesian statistics for probability revision, the user profile is revised when more 

training data is available. This approach is compared to learning algorithms that do not make use of such background 

knowledge, and it is found that a user defined profile can significantly increase the classification accuracy. 

III. PROPOSED WORK 

In the proposed system, we are going to improve stability of the recommender system by using iterative smoothing 

and bagging algorithm provided in [11]. We are also going to improve diversity in the prediction by implementing the 

diversity ranking algorithm provided in [12]. 

The proposed system will consist of different modules. User will search the product, the product search is queried in 

database which is either stored locally or available on internet. The stability algorithm will be applied on this searched 

queried results. The diversity ranking algorithm to generate diversified results. QoS available on product and User 

preferences from profile & user history will be used for improving stability and diversification.  

The project run steps of the proposed work is show below: 

• First user have to login 

• Search the product or services 

• Result related to that search  

• Show rating and reviews 

• Recommendation for products or service 

IV. CONCLUSION 

Stability and Diversity are important features of recommender systems. It is an important property of 

recommendation algorithms.Our proposed system will help in improving stability of the recommender systems by 

applying iterative smoothing algorithm. The diversity of the system is also improved by taking into consideration of 

User’s preferences & quality requirements to generate the results. Our proposed system will thus help in improving 

stability of the system. 
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