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ABSTRACT: As crawler performs  deep web operation at a very fast pace, there has been increased interest in 
techniques that help efficiently locate deep-web interfaces.  Because of large volume of web resources and the dynamic 
nature of deep web, achieving wide coverage and high efficiency is a challenging issue. Two overcome this a two-stage 
framework, namely advance Crawler is proposed, for efficient harvesting deep web interfaces. At initial  stage, advance 
Crawler performs site-based searching for center pages with the help of search engines, avoiding visiting a large 
number of pages. To get more accurate results for a focused crawl, Advance Crawler ranks websites to prioritize highly 
relevant ones for a given topic. In the final  stage, advance Crawler achieves fast in-site searching by excavating most 
relevant links with an adaptive link-ranking. To eliminate bias on visiting some highly relevant links in hidden web 
directories, a link tree data structure has been design   to achieve wider coverage for a website. Our experimental results 
on a set of representative domains show the agility and accuracy of our proposed crawler framework, which efficiently 
retrieves deep-web interfaces from large-scale sites and achieves higher harvest rates than other ones. 
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I. INTRODUCTION 
 

A Web Crawler also known as a robot or a spider is a system for the bulk downloading of web pages. Web crawlers are 
used for a variety of purposes. Most prominently, they are one of the main components of web search engines, systems 
that assemble a corpus of web pages, index them, and allow users to issue queries against the index and find the web 
pages that match the queries. A related use is web archiving (a service provided by e.g., the Internet archive [3]), where 
large sets of web pages are periodically collected and archived for posterity. A third use is web data mining, where web 
pages are analyzed for statistical properties, or where data analytics is performed on them (an example would be 
Attributor [5], a company that monitors the web for copyright and trademark infringements). Finally, web monitoring 
services allow their clients to submit standing queries, or triggers, and they continuously crawl the web and notify 
clients of pages that match those queries. The deep (or hidden) web refers to the contents lie behind searchable web 
interfaces that cannot be indexed by searching engines. Based on extrapolations from a study done at University of 
California, Berkeley, it is estimated that the deep web contains approximately 91,850 terabytes and the surface web is 
only about 167 terabytes in 2003 [1]. More recent studies estimated that 1.9 zettabytes were reached and 0.3 zettabytes 
were consumed worldwide in 2007 [2], [3]. An IDC report estimates that the total of all digital data created, replicated, 
and consumed will reach 6 zettabytes in 2014 [4]. A significant portion of this huge amount of data is estimated to be 
stored as structured or relational data in web databases — deep web makes 96% of all the content on the Internet, 
which is 500-550 times larger than the surface web [4], [3]. These data contain a vast amount of valuable information 
and entities such as Infomine [5], Clusty [3], Books In Print [4] may be interested in building an index of the deep web 
sources in a given domain (such as book). Because these entities cannot access the proprietary web indices of search 
engines (e.g., Google and Baidu. 
 
OBJECTIVES 

1) The Objective is to record learned patterns of deep web sites and form paths for incremental crawling. 
2) Ranks site URLs to prioritize potentialdeep sites of a given topic. To this end, two features,site similarity and 

site frequency, are considered forranking. 
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3) focused crawler consisting of two stages: efficient site locating and balanced in-site exploring. SmartCrawler 
performs site-based locating by reversely searching the known deep web sites for center pages, which can 
effectively find many data sources for sparse domains. 

4) SmartCrawler has an adaptive learning strategy that updates and leverages information collected successfully 
during crawling. 

 
 

II. LITERATURE SURVEY 
 

 
PROJECT NAME, 
AUTHOR NAME 

 
ALGORITHM/TECHNOLOGY 
METHOD 

 
ADVANTAGE 
,DISADVANTAGE 

 
REFER POINT 

 
Focused crawler :a new 
approach to topic-specific web 
resource 
discovery. 
SoumenChakrabarti 
,Martinvanden Berg 
, Byron Dom. 
Computer Networks, 
31(11):1623–1640, 1999. 
 

 
Crawler, classifier and distiller.two 
hypertext mining programs 

Advantage:  a focused 
crawler is to selectively seek 
out pages that are relevant to 
a pre-defined set of Topics. 
Disadvantage: crawling 
efficiency is low. 
. 
 

 
1) Concept of web 
crawling for search. 
2) It describes 
process of crawling. 
 

 
A 
Assessing Relevance and Trust 
of the Deep Web Sources and 
Results Based on Inter-Source 
Agreement 
 
BalakrishnanRaju and 
KambhampatiSubbarao. 

 
Deep web search is a two step process 
of selecting the high quality sources 
and ranking the results from the 
selected sources. 
 

 
Advantage: We also 
demonstrated that 
combining SourceRank with 
Google Product search 
ranking significantly 
improves the 
quality of the results. 
 Disadvantage: 
Not high-quality results from 
the most relevant 
 

 
Deep 
web integration, 
database 
integration, 
agreement analysis. 
 
 

 “Personalization on E-Content 
Retrieval Based on Semantic 
Web Services” 
A.B. Gil1 

 
The model AIREH a multi-agent 
architecture that can search and 
integrate heterogeneous educational 
content through a recovery model that 
uses a federated search.This model 
proposes a new approach to filtering 
the educational content retrieved 
based on Case-Based Reasoning 

 
 Advantages: of the proposed 
architecture, as outlined in 
this article, are its flexibility, 
customization, integrative 
solution and efficiency. 
Disadvantage: Some time 
user also want other than 
educational data. 
 

 
How to make 
personalize web 
search  
 

Optimal Web Page Download 
Scheduling Policies 
for Green Web Crawling. 
VassilikiHatzi, B. 
BarlaCambazoglu, and 
IordanisKoutsopoulos. 
IEEE JOURNAL ON 
SELECTED AREAS IN 
COMMUNICATIONS, VOL. 

page refresh policythat minimizes the 
total Staleness of pages in the 
repository of a web crawler. 
mcrawling threads 
concurrentlyretrieve pages from N 
web servers at time slot t. 
. 

Advantage: Minimizes 
staleness of web pages. 
Disadvantage: Decision are 
not made on distributed 
fashion 
 

 
Greenness, 
staleness. 
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34, NO. 5, MAY 2016 
 
An active crawler for 
discovering geospatial Web 
services and their 
distribution pattern – A case 
study of OGC Web Map 
Service 
Wenwen Li, Chaowei Yang 
and Chongjun Yang 
 

1) Prioritized crawling: an ATF-based 
conditional probability mode. 
2) Priority queue 
3)Multi-thread 
4) Automatic update 
 

Advantage: an effective 
crawler to discover and 
update the services in  
proposing an accumulated 
term frequency (ATF)–based 
conditional probability model 
for prioritized crawling, 
utilizing concurrent multi-
threading technique, and  
adopting an automatic 
mechanism to update the 
metadata of identified 
services. 
Disadvantage: 
Can’t integrate more 
effective politeness policies 
such as a robots 
exclusion protocol and a 
comprehensive fault-tolerant 
mechanism.  
 
 

geospatial Web 
service (GWS); 
crawler; Web Map 
Service (WMS); 
 

A model-based approach 
for crawling rich internet 
applications. 
Mustafa EmmreDincturk, Guy 
vincentJourdan, Gregor V. 
Bochmann, and 
IosifViorelOnut. 
ACM Transactions on 
the Web, 8(3):Article 19, 1–39, 
2014. 

Model based crawling. 
The Hypercube Strategy 

Advantage: 
used as a basis to design 
efficient crawling strategies 
for RIAs. More efficient than 
breadth-first, depth-first, 
And a greedy strategy. 
Disadvantage: 
This is not very realistic 
since most real Web applica- 
tions may react differently at 
different times. 
 
 

DOM Equivalence, 
Model based 
crawling 

A hierarchical approach to 
model web query interfaces 
for web source integration. 
Eduard C. Dragut, Thomas 
Kabisch, Clement Yu, and Ulf 
Leser. 
Proc. VLDB Endow., 
2(1):325–336, 
August 2009.                                 

1)ComputeTokenTree( 
W F; root) 
 

Advantage: 
1)Web query interface 
extraction algorithm, 
which combines HTML 
tokens and the geometric 
layout of 
these tokens within a Web 
page. 
2)automatic extraction of 
query interfaces 
into an appropriate model.  
Disadvantage: 
manually investigated those 
interfaces where we 
performed poorly and found 
a number 
of problematic situations. 
 
 

 

Optimal Algorithms for Basic Operations and Baseline Advantage: Rank-Shrink, Data 
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Crawling a Hidden Database in 
the Web 
Cheng Sheng Nan Zhang Yufei 
Tao Xin Jin. 
Proceedings 
of the VLDB Endowment, 
5(11):1112–1123, 2012. 
 
 

Algorithm. 
Crawl a hidden database in its entirety 
with the smallest cost 
 

Extractall the tuples from a 
hidden database 
Disadvantage: Slow 
performance. 

Space Tree, Depth 
First Search 

The weka data mining 
Software: an update. 
Mark Hall, Eibe Frank, 
Geoffrey Holmes, Bernhard 
Pfahringer, 
Peter Reutemann, and Ian H. 
Witten. 
SIGKDD Explorations 
Newsletter, 11(1):10– 
18, November 2009. 

1)Attribute Relation File Format. 
2) TCL/TK. 

Advantage: 
1)Accompanies a text on data 
mining. 
2) Systems for natural 
language processing 
.Disadvantage: 
The 
predictive performance of a 
model may decrease over 
time 
 
 

Weka workbench. 
Preprocessing 
Filters 

Deep web integration with 
visqi. 
Thomas Kabisch, Eduard C. 
Dragut, Clement Yu, and Ulf 
Leser. 
Proceedings of the VLDB 
Endowment, 3(1-2):1613–
1616, 2010. 

1)Rendering Web Pages. 
2) Extracting Interfaces. 
3) Domain Classication of Interfaces. 
4) Matching Query Interfaces. 
5) Managing Deep Web Repository 
6) Testing Extraction Algorithms. 
7) Performing Batch Evaluations. 
8) Performing Analytical Studies 

Advantage: 
1)Transform: Web query 
interfaces into hier- 
archically structured 
representations. 
2)classify them 
into application domains. 
Disadvantage:MetaQuerier  
doesn’t supports all three 
steps of integration, none 
is equipped with a data set 
for testing as large as that of 
VisQI.  
 
 
 

VISQI, Domain 
Classication of 
Interfaces. 

 
III. PROPOSED SYSTEM MECHANISM 

 
To efficiently and effectively discover deep webdata sources, AdvanceCrawleris designed with twostagearchitecture, 
site locating and in-site exploring, asshown in Figure 1. The first site locating stage findsthe most relevant site for a 
given topic, and thenthe second in-site exploring stage uncovers searchableforms from the site.Specifically, the site 
locating stage starts with a seedset of sites in a site database. Seeds sites are candidatesites given for SmartCrawler to 
start crawling, whichbegins by following URLs from chosen seed sites toexplore other pages and other domains. When 
thenumber of unvisited URLs in the database is less thana threshold during the crawling process, 
SmartCrawlerperforms ”reverse searching” of known deep websites for center pages (highly ranked pages that have 
many links to other domains) and feeds these pagesback to the site database. Site Frontier fetcheshomepage URLs from 
the site database, we going to rank the relevant information.  
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IV. SYSTEM ARCHITECTURE: (TWO STAGE ARCHITECTURE) 
 

 
 

Fig.1. System Architecture: (Two stage Architecture) 
 

V. CONCLUSION 
 
In this paper we have studied how to build an effective web crawler. The study carried out based on crawl ordering 
reveals that the incremental crawler performs better and is more powerful because it allows re-visitation of pages at 
different rates. Crawling at other environment, such as peer-to-peer has been a future issue to be dealt with. 
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