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ABSTRACT: Smartphones have become an integral part of our lives, and their usage has increased dramatically over 

the past decade. While smartphones offer numerous benefits, excessive smartphone usage can lead to addiction and 

have negative impacts on individuals physical and mental health, social relationships, and productivity. Machine 

learning can be used to develop models that can predict smartphone addiction based on various features such as 

smartphone usage patterns, social media usage, demographic information, and psychological factors. These models can 

help identify individuals who are at risk of smartphone addiction and provide them with appropriate interventions and 

support. develop a machine learning model for predicting smartphone addiction, one would typically start by collecting 

data from a large sample of individuals. This data would include information about their smartphone usage patterns, 

social media usage, demographic information such as age, gender, and psychological factors such as anxiety, 

depression and stress levels. It provided great convenience in communication among people by way of either calling or 

texting 

 

I. INTRODUCTION 

 

Smartphones have become an integral part of our lives, and their usage has increased dramatically over the past decade. 

While smartphones offer numerous benefits, excessive smartphone usage can lead to addiction and have negative 

impacts on individuals physical and mental health, social relationships, and productivity. Machine learning can be used 

to develop models that can predict smartphone addiction based on various features such as smartphone usage patterns, 

social media usage, demographic information, and psychological factors. These models can help identify individuals 

who are at risk of smartphone addiction and provide them with appropriate interventions and support. develop a 

machine learning model for predicting smartphone addiction, one would typically start by collecting data from a large 

sample of individuals. This data would include information about their smartphone usage patterns, social media usage, 

demographic information such as age, gender, and psychological factors such as anxiety, depression and stress levels. It 

provided great convenience in communication among people by way of either calling or texting 

 

II. OBJECTIVE 

 

Conceptualization of smartphone addiction Due to the proliferation of smartphone use, researchers have attempted to 

operationalize smartphone addiction in terms of smartphone overuse, excessive smartphone use compulsive mobile 

phone usage, mobile phone addiction, heavy smartphone use, problematic mobile phone usage, and mobile phone 

dependence. Thus, the conceptualization of smartphone addiction has generated intense debates among researchers. 

Explored the definition of addiction under five elements: (a) engagement in the behavior to achieve appetitive effects, 

(b) preoccupation, (c) temporary satiation, (d) loss of control, and (e) negative consequences. They justified this 

definition by stating that anyone can experience each element in part(s), combined with one or more of others or a case 

where an individual possesses the five characteristics of addiction. examined six types of behavior: habitual, 

mandatory, voluntary, dependent, compulsive, and addictive. However, their study found support for only three: 

dependency, habitual, and addictive behavior. The findings explain a condition where smartphone use has fulfilled a 

deep need (dependency, habitual, and addictive behavior) to the extent that the individual has difficulty conducting 

basic activities of daily life without the concurrent use of a smartphone. For example, some people find it difficult to 

sleep through the night without checking social media sites multiple times.RelatedWork 

 

Gratifications Associated With the Use of Smartphone and Internet in Students From Ecuador, Spain, and Colombia A. 

García-Umaña et al (2024) defined as, the Uses and Gratifications Theory (U&G) approach, through a quota sampling 
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of students from schools in Ecuador (n = 355), Spain (n = 263) and Colombia (n = 241). The analysis identifies the 

outstanding gratifications in the use of smartphones to access the Internet, through four study variables: Achievement 

(ACH), Social Interaction (SI), Self-Presentation (SP) and Entertainment (EN). A CFA and EFA are presented, as well 

as a multi-group analysis to demonstrate the significant statistical differences that are linked to the cultural context and 

characteristics of each country. The increasing integration of technology in society, the omnipresent connectivity and 

access to the network from any device, stimulate the scientific community to determine the motivations of users to 

improve the multiple aspects that surround it 

 

Attention Enhancing Technology: 

 A New Dimension in the Design of Effective Wellbeing Apps L. Wiederkehr, et al (2021) defined as, Excessive phone 

use negatively impacts mental health and productivity. However, moderating phone usage is difficult because a deep 

understanding of the psychology of habit-forming and attention-grabbing has been deliberately exploited in design. 

Consequently, wellbeing applications (apps) which are not themselves grounded in behavioral science are unable to 

address problematic phone use effectively. In this article, we propose a set of design principles for wellbeing apps that 

brings together elements of value-sensitive design from interaction design and behavioral models from psychology. We 

describe the design of a wellbeing app according to these principles, its implementation, and its evaluation. The results 

show that our app can support users in controlling their phone use, but moreover, the design principles point the way 

toward attention-enhancing technology that can be used for habit-breaking, rehabilitation, and self  

 

APrivacy-Preserved and User Self-Governance Blockchain-Based Framework to Combat COVID-19 Depression in 

Social Media M. Zirui et al (2023) defined as, Faced with the impact of the coronavirus disease (COVID-19) pandemic, 

governments must protect the well-being of the population. Aside from considerations, such as keeping the virus from 

spreading and treating patients, the government should also be concerned about the mental health of its citizens during 

the epidemic. This study aimed to help users who develop depression due to COVID-19 on social media, reduce the 

cost of counselling, and reduce the need for users to visit the hospital for counselling. This study investigated the 

opportunities for blockchain technology to provide psychological help to social media users suffering from depression 

caused by the pandemic. Blockchain-based technology has been used to develop a new model that enables a user 

autonomy system to allow users to control their own data fully. The model utilizes a delegated proof of stake consensus 

blockchain to manage depression data to enable low cost and information security while discussing aspects related to 

trust, privacy, interoperability, and integration with other information communication technologies 

 

III. EXISTING SYSTEM 

 

The problem statement of this project is to accurately predict smartphone addiction using classification techniques. The 

primary goal is to develop a model that can effectively classify individuals as either addicted or not addicted based on 

relevant features, ultimately aiding in understanding and addressing the issue of smartphone addition. Define the 

problem of predicting smartphone addiction. Understand what constitutes smartphone addiction and how it manifests in 

user behavior As a result, there is a need to develop effective tools for predicting smartphone addiction and identifying 

those at risk.  

 

3.1 Drawbacks Smartphone  

Addiction can lead to an over-reliance on screen time, which can• mask the early symptoms of physical health 

problems like poor posture, eye strain, or back pain.  Emotional development can also be stunted, as children may 

struggle with• face-to-face interactions and emotional regulation. 

 

 3.2 Proposed system  

Smartphone addiction has become a growing concern in today’s digital era, where excessive mobile phone use impacts 

mental health, productivity, and social interactions. Addressing this issue, the “Smartphone Addiction Prediction Using 

Machine Learning” project aims to identify individuals at risk of addiction based on their usage behaviors and 

psychological patterns The dataset used for this project comprises 501 records with 21 attributes, which include survey 

responses focused on phone usage patterns and addiction-related behaviors. These attributes range from questions about 

daily phone habits, such as taking the phone to social gatherings or frequently checking it without notifications, to more 

serious indicators of addiction like anxiety over losing the phone or relying on it in awkward situations. The target 

attribute classifies users into two categories: addicted (Yes = 1) and not addicted (No = 0), providing a clear objective 

for the prediction models 
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Advantages  Deep learning can help analyze a child’s smartphone usage patterns, such as screen• time, activity levels, 

and sleep quality, to detect early signs of health deficiencies.  Deep learning algorithms can provide personalized health 

recommendations based on• the child’s smartphone usage and behavior.  Deep learning can analyze emotional and 

behavioral patterns through apps and social media activity to detect signs of mental health issues early, such as 

anxiety or depression. This is critical because mental health deficiencies can often go unnoticed, especially when 

children spend a lot of time on smartphones Dataset Preprocessing data Feature selection classification Result 

 

IV.  HARDWAREREQUIREMENTS 

 

• CPUtype • Ramsize : : • Harddiskcapacity : Intel core i5 processor 8 GB 500 GB 4.2 SOFTWAREREQUIREMENT • 
Operating System : • Language • Tool Software Description : : Windows 10 Python Anaconda Python is an interactive 
object-oriented scripting language, interpreter, and high-level. Python's is designed to be very readable. It uses English, 

where punctuation is often used in keywords in other languages, and it has less syntactic structure than in other 

languages. Python is a must for students and professionals to become a good software engineer, especially if they work 

in the field of web development. I will list some of the main benefits of learning Python:  Python is Interpreted − 
Python is processed by the interpreter at runtime. You don't need to compile the program before execution. This is 

similar to PERL and PHP.  Python is Interactive − In fact, the interpreter prompt can sit in Python and interact 

directly to write your program.  Python is Object-Oriented − Python Encapsulates Code in Objects Supports object 

oriented styles and techniques for programming.  Python is a Beginner's Language − Python is a great language for 
beginner level programmers and supports a wide range of development from simple text processing to 

WWWbrowsing application games 
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Characteristics of Python 

 Following are important characteristics of Python Programming  Itsupports functional and structured programming 

methods as well as OOP.  Itcan be used as a scripting language or can be compiled to byte-code for building large 

applications.  Itprovides very high-level dynamic data types and supports dynamic type checking.  Itsupports 

automatic garbage collection.  Itcanbeeasily integrated with C, C++, COM, ActiveX, CORBA, and Java. Python  

 

Features Python provides lots of features that are listed below.  

1) Easy to Learn and Use Python is easy to learn and use. This is a developer-friendly, high-level programming 

language. 

2) Expressive Language The Python language is easier to understand, easier to read, and more expressive.  

3) Interpreted Language Python is an interpreter language that executes lines of code at once. This is easy and suitable 

for beginners to debug.  

4) Cross-platform Language Python can run equally on different platforms such as Windows, Linux, Unix and 

Macintosh etc. So, we can say that Python is a portable language.  

5) Object-Oriented Language Python supports object oriented language and concepts of classes and objects come into 

existence. 1 

6) Extensible It implies that other languages such as C/C++ can be used to compile the code and thus it can be used 

further in our python code.  

7) Large Standard Library Python has a large and broad library and provides rich set of module and functions for rapid 

application development. 

 8) GUI Programming Support Graphical user interfaces can be developed using Python.  

9) Integrated It can be easily integrated with languages like C, C++, and JAVA etc. Python Applications Python is 

known for its general purpose nature that makes it applicable in almost each domain of software development. Python 

as a whole can be used in any sphere of development.  

10)WebApplications  We can use Python to develop web applications. It provides a library that handles network 

protocols such as HTML, XML, JSON, email processing, requests, delicious soups, and parser feeds. It also provides 

frameworks such as Django, Pyramid, and Flask for designing and developing web-based application.   

11)Desktop GUI Applications Python provides Tk's GUI library for developing user interfaces for Python-based 

applications. Some other useful toolkits for width x widgets, Kivy, PyQt are available on several platforms.  

12)Kivy is a popular multi-touch application for writing. 

 13) Software Development Python is useful in the software development process. It can be used as a supporting 

language for configuration control and management, testing, etc.  Scientific and Numeric Python is popular and 

widely used in scientific and numerical computing. Some useful libraries and packages are SciPy downloads, Panda, 

IPython, etc. SciPy downloads are a set of packages for engineering, science and math.  Business Applications Python 

is used to build Business applications like ERP and e-commerce systems.  Console Based Application We can use 

Python to develop console based applications. For example: IPython.  AudioorVideo based Applications Python is 

awesome to perform multiple tasks and can be used to develop multimedia applications. Some of real applications are: 

TimPlayer, cplay etc.  3DCADApplications To create CAD application Fandango is a real application which provides 

full features of CAD.  Enterprise Applications Python can be used to create applications that can be used within a 

company or organization. Some real-time applications are: Etc. OpenERP, Tryton, Picalo, etc.  

14) Applications for Images Using Python several application can be developed for image. Applications developed 

are: VPython, Gogh, imgSeek etc 

 

V. INPUT 

 

The input stage is a crucial part of the machine learning workflow for identifying potential deficiency diseases in 

children based on their smartphone addiction behavior. At this stage, relevant data is collected from various sources, 

including surveys, wearable devices, and mobile apps. The data may include features such as screen time, app usage 

patterns, demographic information, and health outcomes. It is essential to ensure that the data is accurate, complete, and 

consistent to develop a reliable model. Data quality issues, such as missing values, outliers, and noisy data, can 

significantly impact the performance of the model. Therefore, it is crucial to implement robust data collection and 

cleaning protocols to ensure that the input data is of high quality. 16 The input data may include various types of 

features, such as demographic information, smartphone usage patterns, and health outcomes. Demographic information 

may include features such as age, gender, and socioeconomic status, which can help identify potential correlations 
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between these factors and deficiency diseases. Smartphone usage patterns may include features such as screen time, 

app usage, and notification frequency, which can help identify potential addiction behaviors. Health outcomes may 

include features such as vitamin D levels, obesity status, and sleep quality, which can help identify potential deficiency 

diseases.  

 

5.1 PREPROCESSINGDATA  

Preprocessing data using deep learning techniques offers several advantages, especially when dealing with large 

datasets. In the context of identifying future deficiencies or diseases, deep learning can significantly enhance the 

accuracy and efficiency of data processing. eep learning-based preprocessing methods can help remove noise, 

normalize data, and handle missing values, ensuring that the data fed into the model is clean and accurate, which 

ultimately improves model performance. The preprocessing stage is a critical part of the machine learning workflow for 

identifying potential deficiency diseases in children based on their smartphone addiction behavior. At this stage, the 

input data is cleaned and transformed into a suitable format for analysis. Preprocessing techniques may include 

handling missing values, data normalization, and feature scaling. Handling missing values is essential to prevent biases 

in the model, and techniques such as mean imputation or regression imputation can be used. Data normalization and 

feature scaling can help improve the stability and performance of the model by reducing the impact of dominant 

features. Preprocessing can also involve feature engineering, which involves creating new features from existing ones 

to improve the model's performance. For example, features such as screen time per day or app usage frequency can be 

created from raw data. Feature engineering can help identify complex patterns in the data and improve the model's 

accuracy. Additionally, preprocessing can involve data transformation, such as converting categorical variables into 

numerical variables, to make the data suitable for analysis. 17  

 

5.2 FEATURESELECTION  

Feature selection is a crucial step in data preprocessing, particularly in deep learning, where datasets can often contain 

hundreds or thousands of features. Feature selection refers to the process of identifying and selecting a subset of 

relevant features (variables) from the original dataset, which helps improve model performance and efficiency. By 

removing irrelevant or redundant features, the model can focus on the most important information, which can lead to 

better generalization, reduced overfitting, and faster training times 

 

VI. TECHNOLOGYANDSYSTEMFEASIBILITY 

 

The evaluation is based on the inputs, processes, outputs, fields, procedures and procedures of the outline design system 

requirements. This new system may also be in terms of data, trends, update frequency, etc. to estimate whether it is 

sufficient to perform quantification. Technical feasibility is done to determine if a company has the ability to handle 

project completion in terms of software, hardware, talent and expertise.  

 

6.1 ECONOMICFEASIBILITY  

In economic analysis, it is the most commonly used method for assessing the effectiveness of new systems. A more 

general procedure is known as cost / benefit analysis by identifying potential benefits and cost savings of candidate 

systems and comparing them to costs. If the profit is greater than the cost, then the decision is made to design and 

implement the system. Entrepreneurs must weigh costs against benefits before taking the correct action. 

 

 6.2 COST BASEDSTUDY  

It is important to identify cost and benefit factors, which can be categorized as follows:  Development costs;  

Operating costs. This is an analysis of the costs to be incurred in the system and the benefits derivable out of the 

system.  

 

6.3 TIME BASEDSTUDY  

This is the time required to achieve a return on your investment for analysis. The benefits come from the system. The 

future value of the project is also a factor. According to cost-based research, this system requires a design and 

execution environment, as listed below. 20  

 

6.4 LEGALFEASIBILITY 

 Determine if there are legal requirements such as conflicts in these proposal systems. Data processing systems must 

comply with local data protection laws. The system meets all legal requirements and complies with local data 
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protection laws. 

 

 6.5 OPERATIONALFEASIBILITY 

 It is a measure of the proposed system solving problem, how to take advantage of identification opportunities in the 

scoping process to meet the requirements determined during the requirements analysis stage of system development. 

The system works well in the operating environment and has operations defined in the system definition 

. 

 

VII. INTRODUCTION 

 

The system design document describes system requirements, operating environment, system and subsystem structure, 

files, database design, input format, output layout, man-machine interface, detailed design, processing logic, and 

external interface.  

 

7.2 PROJECTEXECUTIVESUMMARY 

 This section provides a framework for system design within which a project overview and concepts are provided from 

an administrative perspective. If appropriate, it contains the information described in the following chapters of 

abstraction.  

 

7.3 SYSTEMOVERVIEW  

This section introduces the non-technical terminology used in the narrative form of the system. It should provide a 

high-level system architecture diagram representing the subsystem subfields of the system, if applicable. High-level 

system architecture or subsystem diagrams should, if applicable, show interfaces to external systems. Provides high-

level contextual diagrams of systems and subsystems, if applicable. To identify the functional requirements assigned to 

this design document, refer to the Requirements Traceability Matrix (RTM) in the Functional Requirements Document 

(FRD) 

  

7.4 DESIGN CONSTRAINTS  

This section introduces the constraints in system design (see any trade-off analysis, utilization and productivity of these 

resources, or competition with other systems, etc.) and is done by the project team in designing the development 

system. Contains all the assumptions made.  

 

7.5 SOFTWAREDETAILEDDESIGN  

Software modules are the lowest level of system design granularity. According to different software development 

methods, there may be one or more modules for each system. This section should provide sufficient detail about the 

logic and all the modules (and / or COTS software program integration) required for fully written source code data in 

the system. 

 

VIII. TESTING PRINCIPLES 

 

The basic principle that software engineers must understand before applying methods for designing effective test cases 

is to guide software testing. Davis (DAV95) has proposed a series of tests that apply to the principles of this book. All 

tests should be traceable to customer requirements.  Test should be planned long before testing begins.  Test pare to 

principle applets to software testing. Testing should begin “in the small” and progress towards testing “in the page”.  

Exhaustive testing is not possible.  

8.1.1 Unit Testing  

The focus of unit testing is the verification error of the smallest unit of a software design module. The programming 

instructions used are guides, and important control paths are tested within the boundaries of the module to find errors. 

Atest interface module to ensure that the information leaks out of the proper test program unit. Boundary conditions are 

tested to ensure that established boundaries are working properly in the module to limit processing. 

  

8.1.2 Integration Testing Integration t 

Testing is a system technology that is also used for build program structure and testing to find errors associated with an 

interface. The goal is to take a unit test module and establish the program structure determined by the design. 
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 8.1.3 White Box Testing  

White-box testing is called glass-box testing for a period of time. It uses programming control structures to drive the 

design of test cases. Using white-box testing methods, software engineers can drive test cases  Guarantee that logical 

decisions are on the true and false sides  Exercise all logical decisions are on the true and false sides  Execute all 

loops at their boundaries and within their operational bounds  Exercise internal data structure to assure the validity 

27  

 

8.1.4 Acceptance Testing  

Finally, when the software is fully built, a series of acceptance tests are run to enable the client to confirm all the 

requirements. Development of a system, where the user can instead of these tests be a systematic run of a series of tests 

from a formal test drive plan. These acceptance tests can take weeks or months to expose the cumulative error when 

ordering the system. This process is used only in alpha and beta testing to identify bugs that end users may find 

 

 

X. CONCLUSION AND FUTURE WORK 

 

9.1 CONCLUSION 

 To conclude used the best techniques and we found and its show the Addicted, Not addicted are maybe addicted. Deep 

Learning Models for Predicting Smartphone Addiction offer valuable insights into an increasingly prevalent issue in 

today's society. By leveraging data-driven approaches, we can develop effective strategies for addressing smartphone 

addiction and promoting healthier technology use behaviors. Therefore, we consider demographic characteristics, daily 

usage duration of a smartphone, commonly used con- tent and game usage pattern etc. This prediction model certainly 

be highly useful for understanding the phone usage level and eventually predicting certain possible threats prevalent 

amongst addictive smartphone users The development of a deep learning model for identifying potential deficiency 

diseases in children based on their smartphone addiction behavior has the potential to make a significant impact on 

public health. By analyzing smartphone usage patterns and health outcomes, the model can identify complex patterns 

and correlations that may not be apparent through traditional methods. The model's output can be used to provide 

personalized recommendations for reducing smartphone addiction and preventing deficiency diseases, which can help 

improve health outcomes for children. The project's success depends on the quality of the data, the performance of the 

model, and the effectiveness of the interventions. Further research is needed to evaluate the model's performance in 

real-world settings and to identify potential challenges and limitations. Additionally, the project's findings can inform 

public health policy and guidelines for reducing smartphone addiction and preventing deficiency diseases in children. 

Overall, the project demonstrates the potential of deep learning models to identify complex patterns in data and provide 

insights into the relationships between smartphone addiction and deficiency diseases. By leveraging these insights, 

healthcare professionals, parents, and caregivers can develop targeted interventions to improve health outcomes for 

children and reduce the risk of deficiency diseases 

 

 

9.2 FUTUREWORK  

The development of a deep learning model for identifying potential deficiency diseases in children based on their 

smartphone addiction behavior is a significant step towards improving health outcomes for children. However, there are 

several areas that require further research and development to enhance the model's performance and effectiveness. 

Potential Future Directions  Collecting more data: Collecting more data from diverse sources and populations can 

help improve the model's performance and generalizability.  Exploring other machine learning models: Exploring other 

machine learning models, such as transfer learning and ensemble methods, can help improve the model's accuracy 

and robustness.  Integrating with wearable devices: Integrating the model with wearable devices can provide more 

accurate and real-time data on children's health outcomes.  Developing personalized interventions: Developing 

personalized interventions based on the model's output can help improve health outcomes for children and reduce the 

risk of deficiency diseases.  Evaluating the model's performance: Evaluating the model's performance in real world 

settings can help identify potential challenges and limitations and inform future improvements. 49 
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