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ABSTRACT: The collection of abundant information sources accessible on the web today provides ideal opportunities
and challenges to web mining for a varied range of applications. Web mining is the integration of much information
gathered by data mining techniques and methodologies which is used to extract information from web data. It has three
general categories, namely web content, web structure, and web usage mining. The web usage mining is used to
determine valuable information from navigation of web users. It has three phases such as data pre-processing, pattern
discovery and pattern analysis. This paper intends pattern discovery using various classification techniques to
determine which classification technique such as Naive Bayesian, CART, k-nearest neighbour which has the maximum
accuracy and minimum error rate. The primary objectives of this paper are to identify the interest of user access pattern
from the weblogs defining specific website.
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I. INTRODUCTION

Now days, the World Wide Web contains the enormous information which is rapidly developing till the billions of
users day by day increase and their needs also grows. It is very tough task to retrieve the exact information from
web pages so one of the application techniques of data mining can be used to retrieve the data such as web
mining. It used to discover or extract the knowledge from web files which has three general categories, namely web
content, web structure, web usage mining. Web content mining is used to mine the content of a web page such as
image, video, text etc. It is focused on the structure of the inner document level of web pages while web structures
mining focused link structure of the inter document level with the related web pages. Web structure mining is used to
generate the structural summary of web sites. Web usage mining is the final phase of web mining, which is used to
mine the interesting patterns from web logs. It helps to know the browser activities of websites which has three stages
such as data preprocessing, pattern discovery, pattern analysis[1].

This paper deals with data preprocessing and pattern discovery of web usage mining. Data preprocessing is used
to remove the irrelevant, noisy data from weblogs. Pattern discovery is the next phase of preprocessing which takes the
input as preprocessed weblogs. In pattern discovery, the data mining techniques of classification, clustering,
association and machine learning can be applied, which is used to discover the interesting patterns. In this paper,
classification techniques like KNN, CART, and Naive Bayesian are used to identify the web users based on the
accuracy and error rate using data mining tools weka and rapid miner.

Il. RELATED WORK

In [2] the author has done an experiment on the college data set to find the user access patterns with use of naive
bayesian algorithm in weka tool. The main goal of this paper to identify the browser behaviour but the naive bayesian
is not classified in the undefined class. In [3] the author proposed efficient technique cart algorithm which is to identify
the interested user. This is not only reducing the irrelative attributes but also reduces the error rate. The proposed cart
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algorithm is better than existing algorithm of Naive bayesian. In [4] the author has a study of automatic web usage data
of recommendation system using k-nearest neighbour on RSS web site. The result of K-NN classifier is transparent,
consistent, straightforward and simple.

I1l. DATA PREPROCESSING

Data preprocessing is the fundamental steps of web usage mining. In this step the log file will be cleaned which means
to remove the noisy, incomplete data from weblog file and identify the user session identification.[6]

A.Log file:
The web server log file collected from” http//www.hoonlir.com/log/ access.log” which is dated from 9.1.2016 to
15.1.2016. There are totally 4193 raw log entries are presented.

hoonlir access log - Notepad - ER
File Edit Format View HMelp

| 31L184.238.174 « « [06/Feb/2016:16:15:35 0800] "GET /loga/aceess.log HTTP/1.1° 200 655534 *http://allopurmole300mgebuyscheap.snack.ws® "Mozilla/3.0 (Windows NT 6.1; "
WOW64) AppleWebKit'537.36 (KHTML, like Gecko) Chrome 32.0.1700.102 $afan/$37.36" “www hoonlir.com”
31L184.238.174 - - [06/Feb/ 201 LE 0800] "QET l.ugt aceess,log HTTP/1,1" 200 267 "hutp: "lglﬂolh\ TOYINE, preatwebsitebulder.com” "Mozilla/5.0 (Windows NT §.1)

| AppleWebKiv'$37.36 (RHTML, ke Gecko) Chrome/33,0,1750,146 Safari/337,36" “www hooalir.com”

| 31.184.238.174 - - [06/Feb/2016:16:46:00 -0800] “GET Nogwaceess.log HTTP/11" 200 828 "hupy/iclopidogrel?3mpbd forumeirele, com” "Moxilla'$.0 (Windows NT 6.2; WOW6H)
AppleWebKiv'$37.56 (KHTML, like Geeko) Chrome/32.0.1700,107 Safari/$37.36" “wwaw hoonlir.com”
31184238174 - - [06Feb/2016:16:83:15 -0800) *GET Nogs/aceess.log HTTP/1.1° 200 789 “http://bisyhyd a8 00mgquickshipping snack.wa' “Mozilla/s.0 (Windows NT 6.1)
AppleWebKit'$37.36 (KHTML, bke Geeko) Chrome/32,0.1700.76 Safari$37.36" “wwaw. hoonlir.com”
31L184.238.174 « « [06Feb/2016:17:00:17 -0800] "GET /logs/aceess.log HTTP/1.1" 200 1050 "hitp:/ gravatar.com pensioxioubefiblotiz’ "Mozilla's.0 (Windows NT 6.2; WOW64;
1vi27.0) Gecko/20100101 Firefon 27.0° “www, hoonlir.com™

| 31.184,238,174 - - [067Feb 2016:17:07;13 -0800] “GET /logw/aceess.log HTTP/1.1" 200 1275 “hitp://gravatar.com orderalfuzosinlOmg” "Mozlla/5,0 (Windows NT 6.1; WOW&4)
AppleWebKit'$37,36 (RHTML, ke Gecke) Chrome’32.0.1700.76 Safari 537,36 “www.hoonlir.com®
3LIB4.238.174 - - [06Feb/2016:17:21:10 -0800] *GET /logw/aceess.log HTTP/1.1* 200 1534 *hitp:/www: purevohume. com/cyerinSmgorder” “Mozilla/$,0 (Windows NT £.1)

| AppleWebKit'837.36 (RHTML, kke Gecko) Chrome'33,0.1750.117 Safar $37.36" “www hoonlir.com”
3L184.238.174 - - [06Feb 2016:17:38:03 -0800] "GET logs/aceess.log HTTP/1.1* 200 1789 *hitp:/buvbupronsronhnelowprice.snack.ws" "Moxilla/$.0 (Windows NT 8.1; rv:27.0)
CGiecko/20100101 Firefox/27.0° "www.hoonlir.com”
2398232143 « « [06/Feb/2016:17:35:33 0800] "GET /logsiaccess.log HTTP/1.1" 200 553 “http:/www hoonhir.com™ "Mozilla/5.0 (Windows NT 6.1; WOW&4; rv:34.0)
Gecko’20100101 Firefox/34.0" "www. hoonlir com”
31184238174 « - [06Feb/2016:17:41:37 -0800) *GET Mogs/access.log HTTP/1.1" 200 2214 *hifp:/buybaclofenquickdelivery mack.ws" “Mozilw5,0 (Windows NT £.1; rv:27.0)
Gecko/20100101 Firefox/27.0" *www hoonlir.com®
31184238174 - - [06Feb/2016:17:48:50 -0800) *GET Nloge/access.log HTTP/1.1° 200 2432 *hiipe/gravatar.com/siendral 00mglap* “Moxzilla'3.0 (Windows NT 6.1)
AppleWebKiy'$37,36 (KHTML, tke Gecko) Chrome'33.0.1730.146 Safari 337.36" “www hoonlir.com*

| 31L184.238.174 - - [06/Feb/2016:18:02:48 0800] “GET /logwaceess.log HTTP/1.1° 200 2682 “hp://eOsotalol. forumeirele.com® *Mozilla/$.0 (Windows NT 6.1; WOW&4)

| AppleWebKit/$37.36 (KHTML, ke Geeko) Chrome'32.0.1700.107 Safari$37.36" "www hoonlr.com"
187.86.30,63 « « [06/Feb/2016:18:04:47 -0800) "GET /robats.txt HTTP/1.1" 200 38 ** "Mozilla'8.0 {compatible; bingbov 2.0; *httpy/www.bing.com bingbot.htm)* "www.hoonlir.com”

| 31,184,238 174 - = [mi Feb/2016:18:00:52 -OSOO| “GET /logs/aceess.log HTTP/1.1" 200 3112 "hetp: Iinem]idmr\iﬂ-,’lﬂl4‘5\'rr-b1ug‘cnm 2014/04 ‘discount-knezold-order-online, html"

| "Opera/0.80 (Windows NT 6,1) Presto/2.12,388 Version/12,16" “www hoonlir,com”

| BLAB4.238,174 - - [06/Feb/2016:18:16:31 -0800) "GET Mlogs/access.Jog HTTP/LI" 200 3368 “hutp:/ pepeid-buy,snack ws™ “Mozila/3.0 (Windows NT 6.3; WOW&4)
AppleWebkit$37.36 (RHTML, like Geeko) Chrome/33,0.1730.117 Safari 537 36" "www hoanlir com™

| 31.184.238.174 - - [06/Feb/2016:18:23:48 -0800] “GET /logs/aceess.log HTTE/1.1° 200 3616 “hutp:/ bromoeriptine-order-online. tmblr.com” “Mozilla's,0 (Windows NT 6.1;
WOWE) AppleWebKit'$37.36 (KHTML, like Gecko) Chrome/30.0.1599. 13014 YaBrowser/13.12.1599.13014 Safar$37.36" “www.hoonlir.com”

| 3LI84.238.174 - « [06/Feb/2016:18:30:50 -0800] "GET logs/aceess.log HTTE/1.1" 200 3911 "htp://orderchloromyeetinsg. forumeirele.com” "Mozilla's.0 (Windows NT 6.1; n27.0)

Gecko 20100101 Firefor27.0" “www hoonlir.com”
[ . wn
= 07-02-2016

Fig 1. Sample raw logs

B. Data cleaning:

In data cleaning the unwanted logs files will be eliminated such as the image file (.jpeg,.jpg), failed http code (error
code ), spider log( robots.txt), and other file like style sheet (.css , .log) which type of log files will be cleaned in data
cleaning step[7].

C. User/session identification:

The next step of data cleaning is user identification and session identification. User identification is identifying the web
user with their unique IP address which is used to know about who accessed the web page. Session identification is
used to identify how long the users spend on the web page. The default session timing is 30 minutes if the time exceeds
more than 30 minutesthe next session will be started even the same user spend on the same web page [8]. There are 253
unique users are identified in the preprocessing stepwhich the each unique user is spending 30 minutes on each session.

IV. PATTERN DISCOVERY
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Pattern discovery is the one of the phases of web usage mining. In this stage, the various data mining
techniques available such as classification, clustering, association rules, sequential pattern. It can be applied on the
preprocessed weblogs and discover the useful patterns which is used to easily know the browser behaviour[8]. This
paper proposed to classify the weblogs using classification algorithms based on the accuracy and error rate.

A. Existing system:

In data mining, classification is the supervised learning function that assigns objects in a collection to target
class or categories. The main purpose of the classification is to precisely predict the target class or objects whose class
label is indefinite. There are various techniques available in the classification that is naive Bayesian, decision tree, cart,
k- nearest neighbour, rule based, support vector machine all of these algorithms help to predict the class hame which
the item’s label is unknown. In the existing system, the Naive Bayesian (NB) classification technique using weka tool
for identifying the constant access pattern and to categorize the browser behaviour of the user.[2]

The naive bayesian (NB) is the one of the familiar classification technique which is used in the existing system
using weka tool for identifying constantly the access pattern and to categorize the browser behaviour of the user. The
naive Bayesian shows better result in time and memory utilization it can be applied to any weblog files [5], but the fact
is many attributes are not used for classifying as they are irrelevant. The naive Bayesian has low level time complexity,
but the efficiency as per the accuracy and error rate is not adequate. This paper is induced compared toother two
classification algorithms, namely k-nearest neighbour, cart using weka and rapid miner tool for identifying the frequent
web user from preprocessed weblogs.

B. Proposed system:

In the proposed system, the other two classification algorithms compared to Naive Bayesian such k-nearest neighbour
and simple cart algorithm. The K- nearest neighbour (K-NN) is one of classification technique that is very simple and
easy to understand but works extremely well in practice. The K-NN is a non- parametric lazy learning algorithm,
which needs to establish a consistent, flexible [4]. The K-NN uses the simple Euclidean distance to measure the
closeness between the test tuples and training tuples. The simple CART such as a decision tree algorithm abbreviates
classification and regression tree. It is a classification technique which is used for data analysis and prediction, mainly
this algorithm best for the training tuples. The simple cart used the best splitting attribute is entropy, which generates
only two children[3].

Formula for Accuracy:

Number of correctly classified instances
Accuracy = x 100
Total number of instances

Formula for Error Rate:

Number of incorrectly classified instances
Error Rate = x 100
Total number of instances

The preprocessed weblogs are loaded into the weka and rapid miner tool. The classification algorithms of K-nearest
neighbour, Naive Bayesian, cart are applied to the web logs.
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09:52:47 - SimpleCart|

Text

=== Evaluation result ===

Scheme: IBE
Options: -K 1 -W 0 -A "weka.core.neighboursearch,LineariiNSearch -2 \"weka.core.EuclideanDistance -R first-last\""
Relation: final

Correctly Classified Instances
Incorrectly Classified Ingtances
Kappa statistic

Mean absolute error

Total Number of Instances

=== Detziled Accuracy By Class ===

== Confusion Matrix ==

242 95.6922 %
11 4.3478 %
0.8978
0.0455

Root mean sguared error 0.2019

Relative absolute error 10.4489 %
Root relative squared error 43,2801 %
Coverage of cases (0.95 level) 96.0474 %
Mean rel. region size (0.99 level) 50.5929 %

253

TP Rate FP Rate Precision Recall F-Measure MCC BOC Rrea FRC Area Class

0.%88 0.1l 0.9%0 0.988  0.969 0.900  0.83% 0.95% uninterestuser

0.889 0.012 0.973 0.889 0.929 0.900 0.955 0.941 interesteduser
Weighted Avg. 0.957  0.079  0.997 0.957  0.936 0.900  0.93% 0.953

Fig 2. Accuracy and Error rate of KNN in Weka

In Fig 2 shows the k -nearest neighbour classification algorithm applied to weblogs using weka tools. It shows the
accuracy and the error rate of k- nearest neighbour which is the total number of input instances is 253. The number of
correctly classified instances 242 and the number of incorrectly classified instances is 11. So the accuracy of k- nearest
neighbour is 95.622 and the error rate is 4.3478. The k- nearest neighbour displays the highest accuracy and lowest
error rate in the weka tool.

- ok

] //Local Repository/processes/k nearest neighbor - RapidMiner Studio Community 7.0.001 @ Elcot-PC

File Edit Process View Connecfions Cloud Seftings Edensions

|| = 0 z
| ! H v = il = y N | (EE Design Results @Ouestmns?
Resuft History < % PerformanceVector [Performance) A ExampleSet (Discretize) . WeIBk (W-BK)
LG @ Table View () PlotView
accuracy
Performance Grcuracy: 06.03% +- 3.58% (mikro: 06.05%)
true Non-interested user true interest user class precision
% pred. Non- interested user 170 8 9551%
Description pred. interast user 2 73 97.23%

Annotations

class recall

98.84% 90.12%

Fig 3. Accuracy and Error rate of KNN in Rapid Miner

In Fig 3 shows the classification technique of k-nearest neighbour are applied on the preprocessed weblogs using the
rapid miner tool. It is familiar and user friendly tool of data mining. The weblogs are well classified using
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classification algorithms in the rapid miner tool. In rapid miner tool, there are total numbersof input instance is 253.
The preprocessed weblogs are classified in that there are 172 non interested users and 81 interested users are presents
which means there are 81 users only to view and place the order of product in that websites other 172 users are not
placing any order in that website but they just visit the websites. The k- nearest neighbour shows the accuracy is 96.03
and the error rate is 3.05. Another two algorithms like naive bayesian and cart not shows this much level of high
accuracy and low error rate.

V. RESULT AND FINDINGS

This paper conferred about identifying web user access pattern from weblogs using various classification algorithms,
namely K- nearest neighbour, naive bayesian, cart which is based on the accuracy and error rate.

98
96.3
2 95.6 -
94.6 94.3
94
%2 m NAIVEBAYESIAN
m CART

90

K-NEAREST NEIGHBOUR
88

86

84

WEKA RAPID MINER

Fig 4. Accuracy of classification techniques

Fig 4. Shows the accuracy of various classification techniques in weka and rapid miner tools gives almost same
accuracy of each algorithm. The total number of taken input instance is 253. The naive bayesian has correctly classified
instance is 240 so theaccuracy of naive bayesian is around 94 in both weka and rapid miner. The simple cart algorithm
shows 88.9 accuracy in weka and 89.72 in rapid miner tool because the simple cart has correctly classified the instance
is only 225. The K-nearest neighbour gives the 95.6 accuracy in weka and 96.3 in rapid miner which is 242 instances
are correctly classified by K-nearest neighbour. According to weka and rapid miner KNN has high performance
compared to other two algorithms. The K-nearest neighbour gives the maximum accuracy and minimum error rate and
cart algorithm give the lowest accuracy and highest error rate in both tools. Compared to naive bayesian and simple cart
the K-nearest neighbour has correctly classified the instances with better accuracy.
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Fig 5. Error rate of classification techniques

The above Fig 5 shows the error rate of classification techniques which helps to know the minimum error rate belongs
to which classification algorithm. The error rate of naive bayesian is 5.3 in weka and 3.9 in rapid miner which means
13 instances are incorrectly classified by naive bayesian. The simple cart algorithm has highest error rate in weka as
well as rapid miner such as 13.6 and 7.6 error rate is occurring because 28instances are incorrectly classified by simple
cart algorithm. The K- nearest neighbour gives around 3 to 4 range of error rate in both weka and rapid miner tools
which are 11 instances are only incorrectly classified by K- nearest neighbour. Among these three classification
algorithms the simple cart gives a maximum error rate, but the k-nearest neighbour shows the minimum rate in both
tools.

VI. CONCLUSION AND FUTURE WORK

The web is the huge repository of web documents which is a very difficult task to retrieve the exact data from
web pages. Web mining technique is very helpful in mining the data from web pages. In this paper, the data
preprocessing of weblogs is done effectively, which the preprocessed weblogs are taken as input in pattern discovery.
In pattern discovery the k- nearest neighbour classification algorithm performs well compared to naive bayesian and
cart algorithm. The k- nearest neighbour algorithm shows a maximum accuracy and minimum error rate in both weka
and rapid miner tools. It's very helpful to find the frequent web users from web logs of the specific website. The future
work of this paper to use various classification algorithms to be applied on web logs which is used to predict the page
rank of website such as commercial or non-commercial web pages.
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