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ABSTRACT: The biological macromolecule deoxyribonucleic acid (DNA) is a deoxyribonucleic acid (DNA). Its 
primary role is to store data. It contains all of life's genetic information. DNA sequencing is the process of determining 
the exact nucleotide order of a DNA molecule. In a strand of DNA, it is utilised to establish the order of our bases 
Adenine(A), Guanine(G), Cytosine(C), and Thymine(T). Researchers looking into the function of genes need to know 
the DNA sequence. The DNA sequence contains the necessary information for a cell to produce protein and RNA 
molecules. Machine learning can be used as an alternative to manual analysis for DNA sequence data analysis in order 
to save time and boost data processing capabilities. This study is an empirical examination of machine learning 
classifiers' performance in classifying DNA. 
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I. INTRODUCTION 
 
The process of establishing the precise order of nucleotides in a DNA molecule is known as DNA sequencing. The true 
chemical depiction of DNA is the "Double-helix." It's a unique situation .four types of nitrogen bases make up a 
nucleotide. Adenine (A) and Guanine (G) are two different types of adenine (G), A strand of DNA contains Cytosine 
(C) and Thymine (T). DNA sequencing is utilised to figure out what's going on in a person's body. Individual genes, 
complete chromosomes, or entire genomes of an organism are sequenced. A genome is an organism's whole collection 
of DNA. Living creature may have the same genome, yet their sizes are vastly different. DNA sequencing has also 
become one of the most popular methods of research. RNA or protein sequences can now be sequenced in a more 
efficient manner. DNA is a type of bio macromolecule that is found in all living thing, organisms. It holds life's genetic 
information and directs its evolution. 
 

II. AIM AND SCOPE 
 

The aim of this research is to tackle the problem of DNA sequence assembly by combining a machine learning 
approach with commonly used assembly techniques. The research purpose is to compare the performance of these 
machine learning classifiers using a thorough analysis from an information theoretic perspective. The research will 
determine if the “divide and conquer” approach, by grouping reads, will reduce computational complexity and improve 
the performance of DNA assembly techniques.  
Performance analysis of various machine learning classifiers in classifying the DNA Sequences. The machine learning 
classifiers are “Knn, Random Forest, Decision Tree, Gaussian process algorithm, Mlpc, Gaussian Naïve bayes, 
Svmkernels”. The performance analysis is measured by “Accuracy, Precision, Recall, F1” 
 

III.PROPOSED SYSTEM 
 

Instead of human classification, we use machine learning classifiers in the suggested system. 
By employing these classifiers, we can improve: 
Many sequencing reactions take place at the same time in a highly parallel environment. 
Fast: Because reactions are carried out in parallel, findings are available significantly quickly. 
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Low-cost: genome sequencing is less expensive than Sanger sequencing. 
Machine learning classifiers can sequence vast amounts of DNA considerably more quickly and cheaply than manual 
categorization thanks to parallelization. 
 

IV. METHODOLOGY 
 
Importing dataset: 

When running python programs, we need to use data sets for data analysis. 
Python has various modules which help us in importing the external data in various file formats to a 

python program. It imports the necessary libraries and import the dataset from the UCI repository as a Pandas 
Data Frame. The csv module enables us to read each of the rows in the file using a comma as a delimiter. We 
first open the file in read only mode and then assign the delimiter. Finally use a for loop to read each row from 
the csv file. The data is not in a usable form; as a result, we will need to process it before using it to train our 
algorithms. 

 
Data pre-processing: 

Data preprocessing is a data mining technique that involves transforming raw data into an understandable 
format. Data is often incomplete, inconsistent, or lacking in certain behaviors or trends, and is likely to contain 
many errors. Data preprocessing is a method for resolving such issues .There are four main important steps for 
the preprocessing of data: 
 Splitting of data set in training and validation set 
 Taking care of missing values 
 Taking care of categorical features 
 Normalization of dataset 

 
Apply machine learning classifiers: 
Machine learning classifiers are used to classify and to predict the performance analysis of DNA sequences. 
Classification is an important mining task in machine learning. Its purpose is to learn a classification model from 
the training sample set to predict the category of unknown new samples the machine learning classifier used here 
are listed below: 

• K-Nearest Neighbour Classifier 
• Decision Tree Classifier 
• Random Forest Classifier 
• Gaussian process Classifier 
• Multi-layer Perception Classifier 
• Gaussian Naïve Bayes Classifier 
• Adaboost Classifier 
• SVM Linear 
• SVM RBF 

 
The above all classifiers are used for DNA sequencing and analyzed and best one is suggested. 

This is the system architecture used in the project. 
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                                                                                  Fig. 1: System Architecture 
                                              

V. RESULT AND DESCIPTION 
 

The dataset is been pre-processed and various machine learning classifiers are applied to the obtained data after pre-
processing.  
The performance of various machine learning classifiers is analyzed using performance metrics (accuracy, recall, 
precision, f1) and is plotted below. 
• Accuracy Score: proportion of correct predictions out of the whole dataset. It is the ratio of number of correct 
predictions to the total number of input samples. 
• Precision Score: proportion of correct predictions out of all predicted diabetic cases. Precision is one indicator of a 
machine learning model’s performance – the quality of a positive prediction made by the model. 
• Recall Score: proportion of correct predictions out of all actual diabetic cases. Recall is a metric that quantifies the 
number of correct positive predictions made out of all positive predictions that could have been made. 
In the F1 score, we compute the average of precision and recall. They are both rates, which makes it a logical choice to 
use the harmonic mean. 
 
Accuracy= TP+TN/TP+TN+FP+FN 
Precision = TP/TP+FP 
Recall = TP/TP+FN 
F-Score = 2 * (precision * recall/ precision + recall) 
TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives. 
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S.no Model Accuracy Precision Recall F1score 

1 Gaussian Naive Bayes 0.914 0.916 0.914 0.914 

2 SVM Rbf 0.886 0.906 0.886 0.884 

3 SVM Sigmoid 0.886 0.906 0.886 0.884 

4 MLPC 0.857 0.867 0.857 0.856 

5 Gaussian Process 0.829 0.871 0.829 0.822 

6 AdaBoost 0.829 0.846 0.829 0.826 

7 SVM Linear 0.829 0.846 0.829 0.826 

8 Decision Tree 0.800 0.856 0.800 0.790 

9 Nearest Neighbour 0.771 0.842 0.771 0.757 

10 Random Forest 0.514 0.511 0.514 0.502 

 
VI. CONCLUSION 

 
In general, there is not a very sharp difference in precision, recall and F1 scores among the classifiers. Gaussian Naive 
Bayes is still a clear winner here by having a F1-score of 0.914 for class, respectively. Besides, its high recall rate, 
0.914, has proven itself as a reliable classifier to make DNA sequencing on the Dataset. 

 
VII. FUTURE ENHANCEMENTS 

 
Unlike next-generation sequencing technologies like Illumines, nanopore sequencing can analyze long sections of 
DNA, with no need to fragment the DNA before sequencing, and almost no sample preparation is required. Because no 
DNA is synthesized in the sequencing process, there’s no need to add nucleotides, enzymes or other chemical reagents. 
As a result, nanopore sequencing dramatically reduces the cost of sequencing and removes the need for a highly 
equipped laboratory 
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