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ABSTRACT:ABig data is a popular term used to describe exponential growth and availability of data both structured 
and unstructured. The explosive growth of demands on big data processing imposes a heavy burden on 
computation,storage, and communication in data centers, while hence incurs considerable operational expenditure to 
data center providers. Therefore cost minimization has become an emergent issue for upcoming big data era. Different 
from convention cloud services, one of the main features of big data services is the tight coupling between data and 
computation tasks can be conducted only when the corresponding data is available. As a result, the factors, i.e., task 
assignment, Data placement and data movement, deeply influence the operational expenditure of data centers. 
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I. INTRODUCTION 
 
Cloud Data explosion in recent years leads to a raising demand for big data processing in modern data centers that 

usually distributed at different geographic regions Many efforts have been made to lower the computation  or 
communication cost of data centers. Data center resizing has been proposed to reduce the computation cost by adjusting 
the number of activated servers via task placement. Based on DCR, some studies have explored the geographical 
distribution nature of data centers and electricity price heterogeneity to lower the electricity cost. Big data service 
frameworks eg.,, comprise a distributed file system underneath which distributes data chunks and their replicas across 
the data centers for fine-grained load-balancing and igh parallel access performance. To reduce the communication 
cost,a few recent studies make efforts to improve data locality by placing jobs on the servers where the input data 
reside to avoid remote data loading. 

Although the above solutions have obtained some positive results, they are far from achieving the cost efficient bid 
data processing because of the following weakness First, data locality may result in a waste of resources. For example, 
most computation resource of server with less popular data may stay idle. The low resource utility further causes more 
servers to be activated and hence higher operating cost. 

Second, the links in networks vary on the transmission rates and costs according to their unique features, eg., the 
distances and physical optical fiber facilities between data centers. However, the existing routing strategy among data 
centers fails to exploit the link diversity of data center networks. Due to the storage and computation capacity 
constraints, not all tasks can be placed onto the same server, on which their corresponding data reside. It is unavoidable 
that certain data must be downloaded from a remote server. In this case, routing strategy matters on transmission cost.  

Third, the QoS of big data tasks has not beem considered in existing work. Similar to conventational cloud services, 
big data applications also exhibit Service-level-Agreement between a service provier and the requestors.  

To conquer above weaknesses, we study cost minimization problem for big data processing via join optimization of 
task assignment, data placement, and routing in data centers. Specifically, we consider the following issues in our joint 
optimization. Servers are equipped with limited storage and computation resources. Each data chunk has a storage 
requirement and will be required by big data tasks. The data placement and task assignment are transparent to the data 
users with guaranteed QoS. 

Our objective is to optimize the big data placement, task assignment, routing and DCR such that the overall 
computation and communication cost is minimized. To describe the rate-constrained computation and transmission in 
big data processing process, we propose a two dimensional Markov chain and derive the expected task completion time 
in closed for. To deal with the high computational complexity of solving MINLP, we linearize it as a mixed-integer 
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linear programming (MILP) problem, which can be solved using commercial solver. Through extensive numerical 
studies, we show the high efficiency of our proposed joint-optimization based algorithm. 

 
II. LITERATURE SURVEY   

 
Author, Xiaobo Fan, Wolf-Deitrich, Weber Luiz Andre Barrosoint their paper “Power provisioning for a warehouse-

sized computer[1]” presented the aggregate power usage characteristics of large collections of server for different 
classes of applications over a period of approximately six months. Their observation allow us to evaluate opportunities 
for maximizing the use of the deployed power capacity of datacenters, and access the risks of over-subscribing it. 

H.Shachnai, G.Tamir, and T.Tamir in their paper “Minimal cost recognition of data placement in storage area 
network[2]” showed the dynamic placement of web applications.  

B.Hu, N. Carvalho, L.Laera suggested a mechanism allowing LOD to take advantage of existing large-scale data 
stores while suggesting its semantic nature in paper “Towards big linked data: a large-scale,distributed semantic data 
storage”[3]   

H.Jin, T. Cheochemgngam, D. Levy, A. Smith, D. Pan, J.Liu proposed a joint optimization scheme that 
simultaneously optimizes virtual machine placement and network flow routing to maximize energy savings in their 
paper “Joint Host-Network Optimization for Energy-Efficient Data Center Networking”[6]. 

 
III. PROPOSED SYSTEM 

 
To describe the rate-constrained computation and transmission in big data processing process, we propose a two 

dimensional Markov chain and derive the expected task completion time in closed form.  
 

System Architecture  
 

 
Modules 
A.Data Uploading 
 
            Select the big data and stored into the hadoop environment for performing map reduce on hadoop. The data 
should be loaded into the VM server location. After Uploading the file the data segmentation is performed for further 
process. 
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B.Segmentation 
Packet segmentation improves network performance by splitting the packets in received Ethernet frames into 

separate buffers. Packet segmentation may be responsible for splitting one into multiple so that reliable transmission of 
each one can be performed individually. Segmentation may be required when the data packet is larger than the 
maximum transmission unit supported by the network. 

The packet processing system is specifically designed for dealing with the network traffic. Most networks, 
such as the Internet, are distributed and layered systems composed of hosts, workstations, switches and routers etc. The 
processing speed of edge equipment falls behind those in core network. Finally the access network connect s the 
terminals of a customer endpoint. And usually the bandwidth and line rate requirement is lowest among the three. 

The packet processing system can be equipped in any layer of the network, either in the high end core routers 
or in the LAN switches. The flexibility of the system comes from the programmable elements within it, i.e. NPs. And a 
series of stacked network protocols guarantee its capability to achieve the performance specification. 

 
C.Task Assignment 
                 The Data Center should be selected according to computation and storage capacity of servers reside in the 
data center. Identification of Data Center is important matter for minimizing operational expenditure of servers reside 
in the each data centers. Data chunks can be placed in the same data center when more servers are provided in each data 
center. Further increasing the number of servers will not affect the distributions of tasks. Task should be assigned to 
data center where number of activated servers are optimal. Task assignment is deeply influence the operational 
expenditure of data center. Task is assigned to data center according to nearest data center for effectively processing of 
data. Each data chunk has a storage requirement and will be required by big data tasks. 

 
D.Data Loading 
               A  Data Placement on the servers and the amount of load capacity assigned to each file copy so as to minimize 
the communication cost while ensuring the user experience. Cloud services make use of Volley by submitting logs of 
datacenter requests. Volley analyzes the logs using an iterative optimization algorithm based on data access patterns 
and client locations, and outputs migration recommendations back to the cloud service. Invent Min Copy sets, a data 
replication placement scheme that decouples data distribution and replication to improve the data durability properties 
in distributed data centers. Recently, Jin et propose a joint optimization scheme that simultaneously optimizes virtual 
machine (VM) placement and network flow routing to maximize energy savings. 

 
E. Processing of Task 
          The high computational server should not processing the low population of data chunk. Because it increase the 
operational expenditure of server, wastage of storage and transmission cost. The population of data is processed depend 
upon the computational capacity of servers reside in the data centres. 
 
F. Evaluation process 
We present the performance results of our joint-optimization algorithm using the MILP formulation. Evaluate server 
cost, communication cost and overall cost under different total server numbers. 
 

IV. CONCLUSION 
 
In this paper, we jointly study the data placement, task assignment, data centre resizing and routing to minimize the 

overall operational cost in large-scale geo-distributed data centres for big data applications. 
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