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ABSTRACT: Clustering is an unsupervised learning technique which is used to group samples of data based on their 
features and properties of instances. In any clustering algorithm determining the number of clusters is a significant task 
which needs to be efficient to group the data with relatively similar characteristics. In this paper we use a method Gap 
statistics algorithm to determine the number of clusters for a Fuzzy C-means clustering algorithm [2] to group the 
samples of data. In gap statistics method we calculate the error measure for each sample of data and evaluate it with a 
reference value and depending on the evaluation we obtain the optimal number of clusters which can be applied to the 
Fuzzy C-means clustering. 
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I. INTRODUCTION 
 
In today’s scenario large amount of data is available that is to be processed to obtain some useful information and 
project these processed results as a source to certain applications. Data mining is a process which abstracts the useful 
data from large amount of available unprocessed datasets and then group these data into an useful information. Data 
mining is used in many different applications such as Image segmentation, speech detection, Configuration 
management, fraud detection etc. For grouping of the data based on the similarities and properties we use various 
clustering methods and algorithms. In any clustering algorithms determining an optimal number of clusters is a tedious 
task. We need to define an optimal method for determining the number of clusters for the efficient performance of the 
various clustering algorithms. This paper is divided into four sections. The first sections deals with Fuzzy C-means 
clustering. The second section tells gap statistics a method for determining the number of clusters for a given dataset. 
The third section deals with application of gap statistics method to Fuzzy C-means clustering algorithm in determining 
the number of clusters or k value and also the benefits of the gap statistics method over the other statistical approach in 
determining the number of clusters. The fourth section gives details about future work and conclusion. 
 

II. LITERATURE SURVEY 
 
A New Fuzzy Clustering Validity Index With a Median Factor for Centroid-Based Clustering-IEEE 
TRANSACTIONS ON FUZZY SYSTEMS, VOL. 23, NO. 3, JUNE 2015Determining the number of clusters, which 
is usually approved by domain experts or evaluated by clustering validity indexes, is an important issue in clustering 
analysis.The performance of WLI and some existing clustering validity indexes are evaluated and compared by running 
the fuzzy c means algorithm for clustering various types of datasets , including artificial datasets , UCI datasets and 
images. 
Identification of Bad Data of Power System Based improved GSA Judgment -Zhang Junfang , Ge Liang , Zhao 
Tong ,Tian Ming,Wu Junji IEEE/CAA JOURNAL OF Electricity Distribution , Jan 2015An improved power 
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system security and stability of operation  based on bad data detection using GSA(Gap Statistic Algorithm)data mining 
method, and is applied on bad data detection in power system. 
SECTION I 
Clustering is an unsupervised learning technique for grouping of data depending on the similarity of the characteristics 
of a sample data with other samples. In clustering we do not have predefined classes or groups. Depending on the 
features of the data we partition or group them.There are different types of clustering like partitioning, hierarchical, 
Density based, grid based, model based and constraint basedmethods. The Fuzzy C-means clustering algorithm used in 
this paper comes under the soft clustering algorithm.In soft clustering data elements can belong to more than one 
cluster, and are associated with the help of  membership levels.These indicate the datapoints association with the 
particular cluster.Fuzzy C –means is used to assign the membership values to each datapoints in order to determine to 
which cluster it belongs to optimally. 
The Fuzzy C-means algorithm was first proposed by James C.Bezdek[3] in 1981. Fuzzy C-means algorithm is a simple 
algorithm to group the similar objects together.In Fuzzy C-means clustering algorithm we are assigning the 
membership values to each datapoints based on their distance from the cluster centers.More the datapoint is closer to a 
particular cluster center more it has the probability of belonging to that particular cluster.Depending on the distance we 
are assigning the higher membership value for the datapoint which is nearest to it. This is the actual concept of Fuzzy 
C-means algorithm. The performance of the Fuzzy C-means algorithm can be improved if we determine the best 
optimal number of clusters for which the data needs to be partitioned. Several methods are there for determining the 
number of clusters out of them we are considering the gap statistic algorithm in determining the number of clusters 
which will be explained in the next section. The results of the Fuzzy C-means clustering algorithms[2] depends on the 
centroids of the clusters. If we get any new sample value we will be recalculating the centroids again to group the data 
efficiently. 
The Fuzzy C-means clustering algorithm has the following steps: 
Step1:  Initially we need to randomly select the centres for the clusters for the given dataset. 
Step 2: Now using the cluster centres from the above step to calculate the distance between each sample data and the 
centroid of the clusters. 
Step3: Now comparing the distance measure obtained from the above step for each data sample, allot the data to the 
cluster to which it has nearby distance or minimum distance. 
Step4: we will be recalculating the new cluster centre every time when a new data sample needs to be grouped. The 
formula for recalculating the cluster centre is : 
ݒ
௜ୀ( భ಴೔

)∑ ௑೔
಴೔
ೕసభ

                                                                                 [2] 

Ci – This represents no. of data points in a particular cluster. 
Step5: whenever a new cluster centre is obtained recalculate the distance between the data sample and cluster centre 
again. 
Step6: If no new sample data is present stop else repeat the process from Step3 till Step 5. 
For Fuzzy C-means clustering we need to have a prior knowledge on the number of clusters and cluster centres. To 
determine the number of clusters we are using the gap statistics algorithm this is explained in detail in the following 
section. 
 
SECTION II 
Gap Statistic algorithm can be used in the data mining for determining the number of clusters for a given dataset 
thereby improving the performance of cluster analysis. There are two approaches local and global in determining the 
number of clusters. Gap statistics follow the global approach in determining the number of clusters. This gap statistics 
approach provides even a better way for the grouping of erroneous data.For determining the erroneous data we make 
use of an elbow curve method which takes the min elbow angle in the log(W(k))curve. This algorithm can be applied to 
any clustering techniques and distance function.  In this method we calculate an error function logW(k) for each sample 
data and compare it with a reference value obtained.  The best value of k is taken in such a way that the value logW(k) 
falls farthest below its expected reference curve. To use this gap statistics method first we need to select a valid or 
matching reference null distribution. There are two different ways in determining the reference distribution: 
1. Generating the reference data by comparing each sample data over a set of observed values uniformly. 
 
2. Generating the reference data using the important features of the data 
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In this paper we are considering the reference dataset using the first method because of its simplicity. After generating 
the reference dataset the following steps are considered to obtain the optimal k value which is the number of clusters 
that can be used for the clustering algorithms. 
Step1: We will be clustering the data for a fixed number of clusters say k=1,2,3...n 
Step2: calculate the W(k) measure for all values of k. 
ܹ(݇) = ∑ ଵ

ଶ௡ೝ
௞
௥ୀଵ  ௥             [6]ܦ

Here k is the number of clusters we are assuming nr is the size of the dataset Dr is the sum of distances for all the points 
in the cluster r taken in pairs. 

 
∑௥ୀܦ ௗ೔೔ᇲ೔.,೔ᇲ∈಴ೝ

              [6] 
Dii’ is the distance between the sample and cluster centre. 
Step3: Now carryout the same process for the reference datasets let us assume the reference datasets as B. Now on 
clustering each of the reference datasets and calculating the Wb(k) for b=1,2,..B and k=1,2,...n . 
Step4: Now the Gap statistics can be calculated based on the following formula. 
(݇)݌ܽܩ = ଵ

஻
∑ log	( ௕ܹ∗(݇)) − log	(ܹ(݇))௕             [6] 

Step5: Repeat the process for each different values of k when Gap(k)>=Gap(k+1). 
This value of k minus 1 will gives the optimum number of clusters that can be used for clustering the dataset. 
The value of K which is obtained from the gap statistics method is the optimum number of clusters and this can be 
given as the predetermined number of clusters value for the Fuzzy C-means clustering algorithm. 
 
SECTION III 
This section provides the information regarding the applications of the Gap statistics method. The following flow 
diagram shows determining the number of clusters in Fuzzy C-means clustering algorithm using the Gap statistics 
method. 
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First we are taking our dataset which needs to be clustered. Then using the gap statistics algorithm as defined in the 
previous section we are obtaining the number of clusters. This value can be used as the predefined number of clusters 
for the Fuzzy C-means clustering algorithm. The gap statistics method can also be used for grouping of the bad data. 
Because this method performs by observing the error measure for each sample with a reference value.Thus enabling in 
determining the level of erroneous data if present. When considering the other statistical methods like silhouette to 
determine the number of clusters, they need a maximum value of k that is the number of clusters value to obtain the 
optimal number of clusters. That is need to repeat the iteration for a larger number of times to obtain the optimal k 
value when compared to the Gap statistics method. Hence in other words the computational cost and time complexity is 
less in gap statistics method when compared to the other methods. One useful step in gap statistics methods is 
determining the reference datasets which can be used to compare against the sample data values. The gap method is 
found to have a better performance in identifying the well separated clusters. 
 
SECTION IV 
We have taken the computer features and price information as our dataset and  used the gap statistics method to 
determine the number of clusters and clustering using the Fuzzy C-means algorithm. This method provided an optimal 
solution for finding the number of clusters and clustering of the relative data accordingly. In gap statistics all the data 
samples are assigned to any of the clusters without leaving any sample. We also achieved lesser time complexity and 
computational cost for large value of samples in the dataset. The following table compares the results for number of 
clusters obtained for Gap statistics and other different methods like Silhouette statistics[5] and Calinski and Harabasz 
(CH) methods.  
 
 
 
 
 
 
 
 
 
 
 
It is obvious from the above table the gap statistics provides better results than the other methods compared. 
 

III. FUTURE WORK 
 

The Gap statistics method can be used with other adaptive versions of Fuzzy C- means clustering algorithm for finding 
better solutions for elongated clusters. For taking the reference dataset in gap statistics we have used the first approach 
out of the two mentioned approaches. The other method of determining the reference dataset can be used for further 
efficient simulation of reference data. 
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No Of Clusters 

Number of 
samples 

Gap 
Statistics 

Silhouette 
Statistics CH 

50 4 2 1 
100 5 2 2 
150 5 3 4 
200 6 5 5 
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