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ABSTRACT: Web Usage Mining is an application of Data Mining which is used to identify the user needs from web 
log. It does so by discovering interesting and most frequent patterns based on users’ navigational behaviors. Source 
data mainly consist of the logs that are collected when users access web servers and might be represented in standard 
format. Web server log files act as storage for frequent word sequences. The word sequence comprises of IP address, 
page reference and access time. The study focuses on comparison of Apriori, AprioriTID and AprioriHybrid 
algorithms. 
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I. INTRODUCTION 

Web is a vast and dynamic repository which comprises of mostly raw data which is a source to the enormous supply 
of information and also raises the complexity of how to deal with the information excavated from this repository. 
Hence the web users need an effective search tool to find relevant information easily and to learn users’ needs. Web 
usage mining is one of the applications of data mining technique which discovers the interesting usage patterns from 
web data. The main purpose of discovering such patterns is to understand and better serve the needs of the web based 
applications. Web usage is divided into three tasks: Preprocessing, Pattern analysis and Pattern Discovery. 
Preprocessing – includes the fusion, synchronization identification, user identification and sessionization. Pattern 
Analysis – pull outs interesting knowledge from frequent patterns and used for website modification. . Pattern 
Discovery- applies pattern discovery algorithms on raw data. 

 
II.RELATED WORK 

 
In [2], authors compared the time complexity of four association rule mining algorithms. The authors have proposed an 
improved version of Apriori algorithm which reduces the time consumption to find the frequent itemset. The speed of 
the algorithms is calculated, compared and concluded that all the algorithms are efficient in certain areas [3]. The 
accurateness of the association rule mining algorithms is compared by the authors in [5]. Sequential Patterns are used 
to discover frequent subsequences among large amount of sequential data. In web usage mining, sequential patterns are 
exploited to find sequential navigation patterns that appear in users’ sessions frequently[10]. Association Rules are 
probably the most elementary data mining technique and, at the same time, the most used technique in Web Usage 
Mining. When applied to Web Usage Mining, association rules are used to discover associations among web pages that 
frequently appear together in users’ sessions. The typical result has the form “X.html, Y.html ⇒ Z.html” which states 
that if a user has visited page X.html and page Y.html, it is very likely that in the same session, the same user has also 
visited page Z.html. Mining association rules problems from large database has become the most advanced, important 
and dynamic research contents. The selection of association rule is based on support and confidence. The confidence 
factor indicates the strength of the implication rules, i.e. the confidence for an association rule is the ratio of the number 
of transactions that contain X U Y to the number of transactions that contain X; whereas the support factor indicates the 
frequencies of the occurring patterns in the rule. i.e., the support for an association rule is the percentage of transactions 
in the database that contain X U Y. Given the database DB, the problem of mining association rules involves the 
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generation of all association rules among all items in the given database DB that have support and confidence greater 
than or equal to the user specified minimum support and minimum confidence. 
 

III. ASSOCIATION RULES 

Association Rules are probably the most elementary data mining technique and, at the same time, the most used 
technique in Web Usage Mining. When applied to Web Usage Mining, association rules are used to discover 
associations among web pages that frequently appear together in users’ sessions. The typical result has the form 
“X.html, Y.html ⇒ Z.html” which states that if a user has visited page X.html and page Y.html, it is very likely that in 
the same session, the same user has also visited page Z.html. Mining association rules problems from large database 
has become the most advanced, important and dynamic research contents. The selection of association rule is based on 
support and confidence. The confidence factor indicates the strength of the implication rules, i.e. the confidence for an 
association rule is the ratio of the number of transactions that contain X U Y to the number of transactions that contain 
X; whereas the support factor indicates the frequencies of the occurring patterns in the rule. i.e., the support for an 
association rule is the percentage of transactions in the database that contain X U Y. Given the database DB, the 
problem of mining association rules involves the generation of all association rules among all items in the given 
database DB that have support and confidence greater than or equal to the user specified minimum support and 
minimum confidence. 

Support: The percentage of task-relevant data transactions for which the pattern is true. 

Support(XY)=   No. of Transactions containing X and Y 

  Total No. of Transactions in D 

Confidence(XY)= No. of Transaction containing X and Y 

   No. of transaction containing X 

Confidence: The measure of certainty or trustworthiness associated with each discovered pattern. 

APRIORI ALGORITHM 

The traditional algorithm used for mining all frequent item sets and strong association rules was AIS algorithm. 
After a period of time, AIS algorithm was modified and renamed as Apriori. Apriori was initially proposed by R. 
Agrawal. Apriori is the most supervised and important algorithm for mining frequent item sets. It captures the large 
dataset at the time of its initial database passes and that dataset is used as the base for finding out other large datasets 
during the subsequent passes. This algorithm is based on the large item set property. It uses pruning techniques to avoid 
measure bound items. There are several key concepts used in Apriori algorithm such as Frequent Itemsets, Apriori 
Property and Join Operation. It identifies the frequent individual things within the information and extends them to 
larger and bigger item sets as long as those item sets seem sufficiently typically within the information. Apriori 
algorithmic rule confirms frequent item sets that may be used to determine association rules that highlight general 
trends within the information.  

APRIORITID ALGORITHM 

AprioriTID algorithm uses the Geneartion operation to generate the candidate itemsets. The difference 
between Apriori and AprioriTID algorithms is that the database is not referred for counting the support after the 
primary pass. Instead, a group of candidate itemsets is used for this purpose for k>1. If a group does not have any 
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candidate k_itemset, then the candidate k_itemset won’t have any entry for that transaction. This can reduce the 
number of transactions within the set containing the candidate itemsets as compared to the database. Since the value of 
k increases each entry will be smaller than the corresponding transactions because the variety of candidates within the 
transaction will continue decreasing. Apriori exclusively performs higher than AprioriTID during its initial passes 
however in later passes AprioriTID certainly have higher performance than Apriori.  

APRIORI  HYBRID ALGORITHM 

Apriori examines the database for every transaction. On the other hand, AprioriTID scans the candidate 
itemset for obtaining support count. Based on these observations, the Apriori Hybrid algorithm has been proposed. In 
the earlier passes, Apriori does better than AprioriTid. In later passes, AprioriTID performs better than Apriori. So 
Apriori Hybrid uses Apriori in the initial passes and switches to AprioriTid in the later passes. 
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Fig:2 Process Flow of AprioriTID Algorithm 
 
 

Examine Dataset for unique 

Start 

Generate 1-itemset and 
compute Support(S1 )for 1-

If S1≥Threshold Remove the 1-itemset 

Calculate Support (SK+1) for 
each K+1-itemset 

Join Fk (K≥1) to generate K+1-
itemsets without duplication 

Insert into frequent 1-itemset 

If Fk+1=ɸ 

Insert into frequent K+1 
itemsets Fk+1 

If SK+1≥Threshold 
Supprt 

Return Fk 

Stop 

K=K+1 

No 

http://www.ijircce.com


                    

       
       ISSN(Online):  2320-9801 

                ISSN (Print) :  2320-9798  

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 
Vol. 6, Issue 2, February 2018 

  

Copyright to IJIRCCE                                                                DOI: 10.15680/IJIRCCE.2018.0602014                                        1515                             

  

 
Fig 3: Graphical Representation of the performance of Association Rule Mining Algorithms 

 
This figure shows the comparison of the three association rule mining algorithms namely Apriori, Apriori Tid 

and Apriori Hybrid. It shows that Apriori Hybrid algorithm is most efficient in all the aspects like Data Support, Speed 
in initial phase and in remaining phase and accuracy. 
 

TABLE 1: COMPARISON OF ASSOCIATION RULE MINING ALGORITHMS 

ATTRIBUTES APRIORI APRIORITID APRIORIHYBRID 

DATA SUPPORT AVERAGE HUGE VERY BIG 

RAPIDITY IN 
EARLY PHASE HIGH SLOW HIGH 

RAPIDITY IN 
REMAINING 

PHASE 
SLOW HIGH HIGH 

ACCURATENESS A SMALLER 
AMOUNT 

AVERAGE, BUT 
HIGHER THAN 

APRIORI 
MORE ACCURATE 
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IV. CONCLUSION 
 

This paper presents the extensive of study of various Association Rule Mining algorithms in data mining 
which are really useful and very much needed to obtain useful facts or associations among data items in large data sets 
to take some important decision making in any kind of problems. This paper gives the outline of three Association Rule 
Mining algorithms namely Apriori, AprioriTid, and AprioriHybrid in which all algorithms are evaluated and the merits 
and demerits are reported. In comparative study, all three algorithms have been compared with respect to three 
important criteria such as Data Support, Rapidity and accurateness. Based on rapidity, the Apriori hybrid algorithm is 
good However, the Apriori and AprioriTID algorithms outperform well than the Apriori Hybrid with respect to 
Accurateness. The comparative result be evidence for that the Apriori Hybrid algorithm is more suitable for obtaining 
significant associations from very large datasets in a speedy and accurate manner. 
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