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ABSTRACT: Big Data concern large-volume, complex, growing data sets with mult iple, autonomous sources. With 

the fast development of networking, data storage, and the data collection capacity, Big Data are now rapidly expanding 

in all science and engineering domains, including physical, biological and biomedical sciences. Data min ing and big 

data are both of them relate to the use of large data sets to handle the collection or reporting of data. Data min ing with 

big data to retrieve the large amount of data set in the database. The term often refers simply to the use of predictive 

analytics or other certain advanced methods to extract value from data. Accuracy in b ig data may lead to more 

confident decision making and better decisions  can mean greater operational efficiency, cost reduction and reduced 

risk. An aim of this research work, Big Data starts with large-volume, heterogeneous, autonomous sources with 

distributed and decentralized control and seeks to explore complex and evolving relationships among data. This paper 

presents a new data min ing method that analyzes the time-persistent relations or states between the entities of the 

dynamic networks and captures all maximal non-redundant evolution paths of the stable relational states. 

 

KEYWORD: Big Data, data mining, k-means clustering, HACE theorem, heterogeneity, autonomous sources, 

complex and evolving associations .  

 

             I. INTRO DUCTION 

 

This study proposes a HACE (Heterogeneous, Autonomous, Complex, Evolving ) theorem to model Big Data 

characteristics. These characteristics make it an ext reme challenge for discovering useful knowledge from the Big Data. 

In this research work, HACE theorem can be used to characterizes the features of the Big Data revolution, an d proposes 

a Big Data processing model, from the data mining perspective. The Data Driven model is aggregation of information 

sources, mining and analysis, user interest modelling and security and privacy. Existing methods can only work in an 

offline fashion and are incapable of handling this Big Data scenario in real time. In proposed system to build a stream-

based Big Data analytic framework for fast response and real-t ime decision making. The key challenges and research 

issues include: - designing Big Data sampling mechanis ms to reduce Big Data volumes to a manageable size for 

processing to prediction models from Big Data streams. A knowledge indexing framework to ensure real time data 

monitoring and classification for Big Data applications.  

 

II. RELATED WORK 

 

Dynamic networks have recently being recognized as a powerful abstraction to model and represent the temporal 

changes and dynamic aspects of the data underlying many complex systems. Significant insights regarding the stable 

relational patterns among the entities can be gained by analysing temporal evolution of the complex entity relat ions. 

This can help identify the transitions from one conserved state to the next and may provide evidence to the existence of 

external factors that are responsible for changing the stable relational patterns in these networks. Experimental results 

based on mult iple datasets from real world applications show that the method is efficient and scalable. As the capacity 

to exchange and store informat ion has soared, so has the amount and diversity of available data. To represent the 

relations between various entities in diverse applications and to capture the temporal changes and dynamic aspects of 

https://en.wikipedia.org/wiki/Predictive_analytics
https://en.wikipedia.org/wiki/Predictive_analytics
https://en.wikipedia.org/wiki/Predictive_analytics
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the underlying data, dynamic networks have been used as generic model due to its flexibility and availability of 

theoretical and applied tools for efficient analysis.Examples of some widely studied networks includes the friend 

networks of popular social networking sites like Facebook, the Enron email network, co -authorship and citation 

networks, and protein-protein interaction networks. Analysis of temporal aspects of the entity relations in these 

networks can provide significant insight about the conserved relational patterns and their evolution over time. 

Considerable effort has been made towards the development of efficient methods to analyze and extract useful 

informat ion from static networks. Although the existing techniques can detect the frequent patterns in a dynamic 

network or track related patterns over time, they are not designed to identify stable relational patterns and do not focus 

on tracking the changes of these conserved relational patterns over time. Our contribution in this paper is two folds.                

Firstly, we introduce a new class of patterns referred as the evolv ing induced relational states that are designed to 

analyze the time-persistent relations or states between the entities of the dynamic networks. Secondly, we present an 

algorithm to efficiently mine all maximal non-redundant evolution paths of the stable relational states of a dynamic 

network. We experimentally evaluate our algorithm using three real world datasets. First, we evaluate the performance 

and scalability of the algorithm on a large patent citation network by varying different input parameters. Second, we 

investigate some discovered evolving induced relational states from a trade network, an email communication network, 

and a patent citation network and provide a qualitative analysis of the informat ion captured in them.  

DISADVANTAGES OF EXIS TING S YS TEM:  

 

 It provides 100 t imes more sensitive vision than any existing radio telescopes, answering fundamental 

questions about the Universe. However, with a 40 g igabytes (GB)/second data volume, the data generated 

from the SKA are exceptionally large.  

 Although researchers have confirmed that interesting patterns, such as transient radio anomalies can be 

discovered from the SKA data.  

 Existing methods can only work in an offline fashion and are incapable of handling this Big Data scenario in 

real t ime. As a result, the unprecedented data volumes require an effective data analysis and prediction 

platform to achieve fast response and real-time classification for such Big Data.  

III. PROPOSED ALGORITHM 

 

    In proposed system to build a stream-based Big Data analytic framework for fast response and real-time decision 

making. The key challenges and research issues include: -designing Big Data sampling mechanis ms to reduce Big Data 

volumes to a manageable size for processing; - building prediction models from Big Data streams. Such models can 

adaptively adjust to the dynamic changing of the data. A knowledge indexing framework to ensure real-time data 

monitoring and classification for Big Data applications.  

 

Advantages 

 

 Hug data store and retrieve 

 Adapted all environments 

 More reliable  

 User friendly  

 Avoid collusions (eg. Dead lock) 

 Ignore network traffics. 
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 IV. LITERATURE S URVEY 

 

         Briefly, Alpaydin mentions optical character recognition, speech recognition, and encoding/decoding as example 

applications of k-means.  However, a survey of the current literature on the subject offers a more in depth treatment of 

some other practical applications, such as "data detection” for burst-mode optical receiver and recognition of musical 

genres (Turnbull and Elkan), which are specialized examples of what Alpaydin mentions.  As Zhao, Nehorai, and Porat 

describe "burst-mode data-transmission systems," a "significant feature of burst-mode data transmissions is that due to 

unequal distances between" sender and receivers, "signal attenuation is not the same" for all receivers.  Because of this, 

"conventional receivers are not suitable for burst-mode data transmissions."   The importance, they note, is that many 

"high-speed optical mult i-access network applications, [such as] optical bus networks [and] WDMA optical star 

networks" can use burst-mode receivers (Zhao, 1492). In their paper, they provide a "new, efficient bu rst-mode signal 

detection scheme" that utilizes "a two-step data clustering method based on a K-means algorithm."  They go on to 

explain that "the burst-mode signal detection problem" can be expressed as a "binary hypothesis," determin ing if a bit  is 

0 or 1.  Further, although they could use maximum likelihood sequence estimat ion (MLSE) to determine the class, it "is 

very computationally complex, and not suitable for high-speed burst-mode data transmission."  Thus, they use an 

approach based on k-means to solve the practical problem where simple MLSE is not enough (Zhao, 1493).  

 

             The new approach Turnbull and Elkan use to initialize k-means is what they call Subset Furthest First (SFF).  

They note that a problem with (normal) Furthest First is "that it tends to find the outliers in  the data set."  By using only 

a subset, they found that there are less outliers that can be found, and "thus, the proportion of nonoutlier points obtained 

as centers is increased" (Turnbull, 581). Finally, Turnbull and Elkan also show that using the multiple init ialization 

methods of Gaussian maximum likelihood, k-means, and in-class k-means, they get about the same classification 

accuracy as one would obtain by using the method of gradient descent.  However, they note, "in each trial, creating a 

network without gradient descent takes seconds, whereas applying gradient descent takes hours."  In the end, they cite a 

study that "found that humans achieved 70 percent music classification accuracy," and compared that to their  own 

result - which was 71.5 percent (Turnbull, 583).  Reading Turnbull and Elkan, as well some other current literature, one 

can see some potential difficulties in using k-means. Some of those below are discussed below.  

             Simply put, k-Means Clustering is an algorithm among several that attempt to find groups in the data (Alpaydin 

139).  In pseudo code, it is shown by Alpaydin (139) to follow this procedure: 

 

Initialize mi,  i = 1,…,k, for example, to k random x
t
  

Repeat  

 For all x
t
  in X 

 bi
t
  1 if || x

t
 - mi || = minj || x

t
 - mj ||      

  bi
t
  0 otherwise 

 For all mi,  i = 1,…,k 

  mi  sum over t (bi
t 
x

t
) / sum over t (bi

t 
) 

Until mi converge  

 

 

V. K-MEANS CLUS TERING 

 

 K-means clustering aims to partit ion n observations into k clusters in which each observation belongs to the 

cluster with the nearest mean, serving as a prototype of the cluster. This results in a partitioning of the data space into 

Voronoi cells. Data mining involves exp loring and analyzing large amounts of data to find patterns for big data. The 

techniques came out of the fields of statistics and artificial intelligence (AI), with a bit of database management thrown 

into the mix. Generally, the goal of the data mining is either classification or pred iction.  

 

Let  X = {x1,x2,x3 ,……..,xn } be the set of data points and V = {v1,v2,…….,vc} be the set of centers. 

Step 1: Randomly select ‘c’ cluster centers. 
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Step 2: Calcu late the distance between each data point and cluster centers. 

Step 3: Assign the data point to the cluster center whose distance from the cluster center is min imum of all the cluster 
centers.. 

Step 4: Recalculate the new cluster center using:   

                        

where, ‘ci’ represents the number of data points in i
th

 cluster. 

Step 5: Recalculate the distance between each data point and new obtained cluster centers. 

Step 6: If no data point was reassigned then stop, otherwise repeat from step 3.  

         In classification, the idea is to sort data into groups. "new, efficient burst -mode signal detection scheme" that 

utilizes a two-step data clustering method based on a K-means algorithm. The burst-mode signal detection problem can 

be expressed as a binary hypothesis determining if a b it is 0 o r 1. Further, although they could use maximum likelihood 

sequence estimation (MLSE) to determine the class, it "is very computationally complex, and not suitable for high -

speed burst-mode data transmission." There are some difficu lties in using k-means for clustering data.  We can see 

several mentions of this in current and past research, and an oft-recurring problem has to do with the in itializat ion of 

the algorithm. In order to be reusable and vary the parameters, the experiment starts by specifying a min imum and 

maximum number of clusters and a minimum and maximum size for a Sample.  Further, it needs a constant to 

transform a random mean, and another for random standard deviation.  These just multip ly a pseudorandom number 

between 0...1 to increase the range of parameters available.  It then generates a random number o f Samples with 

random mean and variance between the supplied parameters discussed above.  Finally, it combines all the samples into 

one and passes control to the two algorithms to find k. The algorithms attempted to use nothing but the combined 

Sample as input. Gives best result when data set are distinct or well separated from each other.  

 

           Two ideas struck me as plausible ways to find k, given nothing but a sample, although both of them relied on 

using standard deviation. The first idea sorts the examples in the combined sample and simply iterates over each of 

them, adding examples to a new working sample if they are within 3 standard deviations of the current mean, since 

about 99 percent of the points in a given normal distribution should be within that range. When an example falls 

outside that range, another working sample is created, and the process continues.  When all the examples have been 

iterated over, the function returns the number of working samples it used. Further, it assumes a min imu m of 50 

examples in each sample (to calculate the initial mean and standard deviation), and this parameter can be varied 

depending on knowledge of the data.  The Java source code for this function (or the entire experiment) is availab le 

upon request. 

 

             The second idea takes the standard deviation of a sample, and recursively calls itself using smaller ones as the 

standard deviation decreases.  Since it is easier to understand a recursive function by viewing it as opposed to reading a 

description, the source code for it  is provided in  Fig below. Hadoop is leading open source map reduce. Data access via 

Map Reduce streaming. Map Reduce-This segment will retrieve data from storage, process it, and transfer its results to 

the storage. Extracting the result-Once processing is completed, for the result to be useful to humans, it must be 

retrieved from the storage and presented. Storage-Map Reduce requires storage from which to retrive data and in which 

to store the obtained results of the computation. The data predicted by Map Reduce is not the relational data as 
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generally used by conventional database system. Instead, data is consumed in chunks, which are then divided among 

nodes and fed to the map phase as key value pairs. This data does not need a schema, and may be formless. 

 

 

 
 

                                           Fig 1: Recursive FindK() function 

 

             At first glance it looks like the function expects an initial standard deviation, but in fact, it is used such that on 

the first run, that parameter is init ialized to -1.  Therefore, it will calculate the in itial standard deviation based on the 

entire sample.  Within it there is a variable, tolerance, which is used to indicate how clos e the smaller samples' standard 

deviation should be to the last standard deviation to continue splitting the sample.  This value is chosen arbitrarily, and 

it is likely the experiment results could have been better had I attempted to let the program " learn " a good value to use. 

 

VI. RES ULT AND DISCUSS ION 

 

             Presented here in tabular form are the results of 20 experimental runs.  More were done, of course, but due to 

space requirements, only 20 are presented.  In both sets, the number of samples was uniformly random between 5 and 

12, the size of each sample varied from 50 to 100 and the mean and standard deviation of each sample spanned 0-100 

and 0-5, respectively.  In the first set of ten runs, the standard deviations of the initial samples were allowed to vary. 

The second set used a fixed standard deviation of two. 

 

 

 

 

 

 

 

 

 

 

 

 

Set 1: Variable Standard Deviation  

Run:  1  2  3  4  5  6  7  8  9  10  

k:  6  7  11  6  11  6  10  7  7  8  

Iterative:  3  11  2  7  8  8  6  3  22  6  

Recursive:  8  8  9  8  9  8  8  8  8  8  
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As the data show, neither algorithm was particularly successful at correctly finding k.  The recursive algorithm is a lot 

less erratic, and seems to be closer to finding k than its iterative counterpart.  It should be noted, however, that in 

several of the cases where the recursive algorithm found too few clusters, particularly when it was one or two off, 

looking at the individual generated clusters reveals that actually, it was very good - just that two or three of the means 

were incredib ly close, and the algorithm could not differentiate between all the sets.  For example, in the first run of the 

fixed standard deviation, one of the means was 87.68 with another at 89.78.  In this case, it is unlikely even a human 

could have differentiated between the two.  Similarly, in the sixth run of the same set, two of the generated means were 

less than a standard deviation apart.  However, a glaring issue with the recursive trials is that it appears to always hover 

around eight or nine - indicating that perhaps the tolerance was so low, it encouraged splitting the sample all the time .  

However, even varying the side of the equation in which the tolerance was applied (or subtracting it instead of adding 

it) d id not change the variety of results obtained. 

 

             Analysis of multiple runs of this experiment shows unexciting result s as well.  Using 100 trials, it was found 

that about 10 percent of the time, the iterat ive algorithm guesses correctly.  With only 8 possible values to choose from, 

this is worse than guessing if the algorithm had known how many it had to choose from.  Among the times that it 

counted the wrong number of clusters, it was off by an astounding average of 45.3 percent.  On the other hand, the 

recursive algorithm fared slightly better.  Using the same 100 trials, it correctly identified k 16 percent of the time,  and 

averaged only 19.3 percent difference among the times it was wrong.  Clearly however, this is nothing to write home 

about. At this point, it was clear that at least some of the time, the recursive algorithm appeared to be finding k 

correctly, except that some of the means were too close to each other to distinguish between them.  Therefore, another 

100 trials were run, this time randomly generating the mean of the first sample, and adding a fixed number to each 

successive one to ensure a min imum distance between each sample.  Discouragingly, the results weren't much better.             

The iterative algorithm again only correctly found k nine percent of the time, and averaged a whopping 71 percent 

difference when it was wrong.  The performance of the recursive algorithm d id improve slightly - this time getting k 

correct 26 percent of the time, and only being "off" by an average of 16.5 percent the times it was incorrect.  

VI. CO NCLUSION AND FUTURE WO RK 

 

 CONCLUS ION     

           Driven by real-world applications and key industrial stakeholders and init ialized by national funding agencies, 

managing and mining Big Data have shown to be a challenging yet very compelling task. While the term Big Data 

literally concerns about data volumes, our HACE theorem suggests that the key characteristics of the Big Data are 1) 

huge with heterogeneous and diverse data sources, 2) autonomous with distributed and decentralized control, and 3) 

complex and evolving in data and knowledge associations. Such combined characteristics suggest that Big Data require 

a “big mind” to consolidate data for maximum values. Regard Big Data as an emerg ing trend and the need for Big Data 

mining is arising in all science and engineering domains. With Big Data technologies, we will hopefully be able to 

provide most relevant and most accurate social sensing feedback to better understand our society at real time.  

 To conclude about the data set , 

 Accuracy of clustered data. Out of the total data set  

 Accuracy of classification HACE theorem 

 

 

Set 2: Fixed Standard Deviation = 2  

Run:  1  2  3  4  5  6  7  8  9  10  

k:  9  7  5  11  11  9  7  7  6  10  

Iterative:  8  8  14  21  10  11  7  4  2  5  

Recursive:  8  8  8  9  8  8  8  8  8  8 
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 SCOPE FOR FUTURE WORK 

             To exp lore Big Data, we have analyzed several challenges at the data, model, and system levels. To support 

Big Data mining, high-performance computing platforms are required, which impose systematic designs to unleash the 

full power of the Big Data. At the data level, the autonomous information sources and the variety of the data collection 

environments, often result in data with complicated conditions, such as missing/uncertain values. In other situations, 

privacy concerns, noise, and errors can be introduced into the data, to produce altered data copies. Developing a safe 

and sound informat ion sharing protocol is a major challenge. At the model level, the key challenge is to generate global 

models by combin ing locally discovered patterns to form a unifying view. This requires carefu lly designed algorithms 

to analyze model correlations between distributed sites, and fuse decisions from mult iple sources to gain a best model 

out of the Big Data. At the system level, the essential challenge is that a Big Data mining framework needs to consider 

complex relationships between samples, models, and data sources, along with their evolving changes with time and 

other possible factors. A system needs to be carefully designed so that unstructured data can be linked through their 

complex relationships to form useful patterns, and the growth of data volumes and item relationships should help form 

legitimate patterns to predict the trend and future. 
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