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ABSTRACT: Diabetes is an illness caused because of high glucose level in a human body. Diabetes should not be 

ignored if it is untreated then Diabetes may cause some major issues in a person like: heart related problems, kidney 

problem, blood pressure, eye damage and it can also affect other organs of human body. Diabetes can be controlled if it 

is predicted earlier. To achieve this goal, this project work will do early prediction of Diabetes in a human body or a 

patient for a higher accuracy through applying various Machine Learning Techniques. Machine learning techniques 

provide better result for prediction by constructing models from datasets collected from patients. This project will use 

Machine Learning Classification and ensemble techniques on a dataset to predict diabetes. are K-Nearest Neighbour 

(KNN), Logistic Regression (LR), Decision Tree (DT), Support Vector Machine (SVM) and Random Forest (RF). The 

accuracy is different for every model when compared toother models. The Project work gives the accurate or higher 

accuracy model shows that the model is capable of predicting diabetes effectively 
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I.INTRODUCTION    
 

Diabetes is noxious diseases in the world. Diabetes caused because of obesity or high blood glucose level, and so forth. 

It affects the hormone insulin, resulting in abnormal metabolism of crabs and improves level of sugar in the blood. 

Diabetes occurs when body does not make enough insulin. According to (WHO) World Health Organization about 422 

million people suffering from diabetes particularly from low or idle income countries. And this could be increased to 

490 billion up to the year of 2030. However, prevalence of diabetes is found among various Countries like Canada, 

China, and India etc. Population of India is now more than 100 million so the actual number of diabetics in India is 40 

million. Diabetes is major cause of death in the world. Early prediction of disease like diabetes can be controlled and 

save the human life. To accomplish this, this work explores prediction of diabetes by taking various attributes related to 

diabetes disease. For this purpose, we use the Pima Indian Diabetes Dataset, we apply various Machine Learning 

classification and ensemble Techniques to predict diabetes.  

 

Machine Learning is a method that is used to train computers or machines explicitly. Various Machine Learning 

Techniques provide efficient result to collect Knowledge by building various classification and ensemble models from 

collected dataset. Such collected data can be useful to predict diabetes. Various techniques of Machine Learning can 

capable to do prediction, however it is tough to choose best technique. Thus, for this purpose we apply popular 

classification and ensemble methods on dataset for prediction  

 

           II.PROPOSED SYSTEM   
 

Diabetes prediction system is using SVM as proposed system which is a machine learning approach. This algorithm 

belongs to the family of supervised learning.  It is used to train the data. The goal of SVM is to identify an optimal 

separating hyperplane which maximizes the margin between different classes of the training data. Using SVM we can 

predict the output whether the person is having diabetes or not  
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                                                                  III. PROBLEM STATEMENT   
 

With Machine Learning Techniques, it is possible to predict whether a patient suffers from diabetes or not. We want to 

build an application to predict whether a person has diabetes or not by considering some attributes like glucose level, 

insulin, age. This application predicts whether a person is suffering from diabetes.  

 

IV. PROPOSED SYSTEM ARCHITECTURE 
 

 

 

                                                                      Architecture of the system  

 

VI. PROPOSED METHODOLOGY 
 

K-Nearest Neighbour (KNN)  

KNN is also a supervised machine learning algorithm. KNN helps to solve both the classification and regression 

problems. KNN is lazy prediction technique. KNN assumes that similar things are near to each other. Many times, data 

points which are similar are very near to each other. KNN helps to group new work based on similarity measure. KNN 

algorithm record all the records and classify them according to their similarity measure. For finding the distance 

between the points uses tree like structure. To make a prediction for a new data point, the algorithm finds the closest 

data points in the training data set its nearest neighbors. Here K= Number of nearby neighbors, it is always a positive 

integer. Neighbors value is chosen from set of class. Closeness is mainly defined in terms of Euclidean distance. The 

Euclidean distance between two points P and Q i.e. P (p1, p2,.pn) and Q (q1, q2,..qn) is defined by the following 

equation:- Algorithm-   Take a sample dataset of columns and rows named as Pima Indian Diabetes data set.   

 Take a test dataset of attributes and rows.   

 Find the Euclidean distance by the help of formula  

Then, decide a random value of K. is the no. of nearest neighbors   
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Then with the help of these minimum distance and Euclidean distance find out the nth column of each.  (Find out the 

same output values. If the values are same, then the patient is diabetic, other- wise not.  

 

Decision Tree-  

 Decision tree is a basic classification method. It is supervised learning method. Decision tree used when response 

variable is categorical. Decision tree has tree like structure model which describes classification process based on input 

feature. Input variables are any types like graph, text, discrete, continuous etc. Steps for Decision Tree   

Algorithm-  

 Construct tree with nodes as input feature.   

Select feature to predict the output from input feature whose information gain is highest.  (The highest information gain 

is calculated for each attribute in each node of tree.  

 

Support Vector Machine also known as SVM is a supervised machine learning algorithm. SVM is most popular 

classification technique. SVM creates a hyperplane that separate two classes. It can create a hyperplane or set of 

hyperplane in high dimensional space. This hyper plane can be used for classification or regression also. SVM 

differentiates instances in specific classes and can also classify the entities which are not supported by data. Separation 

is done by through hyperplane performs the separation to the closest training point of any class.  

Algorithm-  

  Select the hyper plane which divides the class better.   

To find the better hyper plane you have to calculate the distance between the planes and the data which is called 

Margin.  

 

                                                                VI. RESULTS AND DISCUSIONS  
  
The following section contains the screenshots of the output and the output is predicted when the user enters the details 

like age, glucose level, insulin, BMI and then the user can predict whether he/she have the diabetes.  

 

 

 

 

VII. CONCLUSION 
 

So, we used SVM model for the prediction of diabetes which has higher accuracy and recommend the insulin dosage to 

be taken by a person. For the prediction of diabetes we used SVM model which gives better accuracy compared to the 
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other machine learning algorithms. A Better model can be developed using neural networks for the prediction of 

diabetes. Future Research can be done in this area by using Artificial Neural Networks.  
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