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ABSTRACT: Mining frequent itemsets is an active area in data mining that aims at searching interesting relationships 

between items in databases. It can be used to address to a wide variety of problems such as discovering association rules, 

sequential patterns, correlations and much more. Existing methods often generate a huge set of potential high utility item 

sets and their mining performance is degraded consequently.   There is a lacking of mining performance with these huge 

number of potential high utility itemsets, higher processing Time too. Four strategies for efficiently discovering high utility 

itemsets are proposed. High utility itemsets is maintained in a Catalog-based data structure named UP- (Utility Pattern 

Catalog). Implementing the mining process through Discarding Local Unpromising Items and Decreasing Local Node 

Utilities strategies. Finally Heuristic rule framing is done with respect to the datasets. On adopting this rule framing 

strategies the strength of the item sets are evaluated. Thus our proposed mechanism scales for any number of transactional 

log sets. Experimental results predicts that not only reduce the number of candidates effectively but also outperform other 

algorithms. 
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I.INTRODUCTION 
 

Data mining is the process of finding patterns among dozens of fields in large database. Discovering a useful 

patterns in hidden in a large database plays an essential role in several data mining tasks such as frequent pattern mining, 

high utility mining etc. Frequent pattern mining are not satisfy the user needs.who are interested in discovering the items 

with the high profits, the profits are consist of unit profit ie weights and quantity of purchased items. 

 

High utility mining is emerges as important topic in data mining. There are two aspects of utility mining: internal 

utility and external utility. The internal utility means importance of items in transaction and the external utility means 

importance of different items. High utility mining itemset mining identifies itemsets whose utility satisfies a given 

threshold. It allows user to quantify the usefulness or preferences of items using different values. Thus it reflects the impact 

of different items. High utility itemset mining is useful in decision making process of many application such as retail 

marketing and web service, since items are actually different in many aspects in real application.the cost of candidate 

generation of high utility itemsets mining is intolerable in terms of time and memory space. 

 

The pruning of search space in transactional database for high utility mining is more difficult because it has a 

superset of low utility itemset in database. The efficiently reduce the search space and identify high utility itemsets in large 

database is a challenging problem in utility mining. 

 

To overcome this issue, propose the effective heuristic rules, for identify high utility patterns from transactional 

database. The work of this paper is summarized in next section. 
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II.RELATED WORKS 
 

Frequent pattern mining is the problem of the paper. To avoid this issue, association rule mining is proposed  ,in 

this paper apriori algorithm[1] is used. It contains multiple database scan. Discovering many association rules in large 

database.large number candidate itemsets are generated it will degrade the mining performance. 

 

Frequent pattern growth[2] algorithm was proposed later,it better than the apriori algorithm ,it find frequent items 

without generate the candidate itemset and it contain two database scan and it consumes more processing time.  

 

To avoid the issue of high utility itemset mining , efficient tree based structure [3]was proposed, the tree structure 

is used to maintain information items utilities and information about the items. it contains two phase,in phase 1 generate 

HTWUIs efficiently and to avoid the two many database scans. The algorithm contains Three steps,1. construction of tree 

structure,and rearranged the transaction in any fixed order.the rearranged transaction are entered in the tree structure.2.Tree 

structure are generated the HTWUIs by FP growth.phase 1 HTWUIs are found,without generating any candidate itemsets. 

3.High utility itemsets are identified by one original database scan. In phase 2,overestimated utilities are produced and 

required additional database scan to identify high utility itemsets. 

 

To avoid problem of multiple database scan, Isolated Items discarding Strategy[4] is used to decrease the number 

of candidates.In phase 1, number of candidates itemsets are reduced by level wise search and pruning the isolated items.this 

algorithm also scan database for many times and generate candidate itemsets for finding high utility itemsets. 

To avoid multiple scan, UPgrowth algorithm[5] is proposed, it also contains tree based data structure and is used 

to maintain about item utilities and item names and four strategies are proposed to enhanced the mining performance and it 

need two database scans. 

 

III.MINING HIGH UTILITY ITEMSETS 
 
3.1 Tree Structure 

UP tree is used to maintain the information about the transaction and utility items. In a UP tree, two strategies are 

applied to reduce the overestimated utilities stored in the node of the tree.The elements which consist in a Up tree are 

N.name, N.nu, N.parent, N.count, N.hlink and child nodes. the header table is used to facilitate the traversal of Up tree. The 

header table consist of the entry records of an each item name and its link. 

 

3.1.1 DGU 
The global Up Tree is constructed by only two scans of the original database. In the first scan,TU of each item is 

found and at the same time,of each single items are also found. By TWDC property, the unpromising itemsets are found.the 

unpromising itemset means which TWU is less than the minimum utility threshold.during the second scan of the 

database,the transactions are entered into a tree. After retrieved the transaction, the unpromising items should be removed 

from the transaction and its utilities are also removed from the transaction.New TU,after pruning unpromising item  and 

sorting the remaining items in any order is known as RTU 

 
3.1.2 DGN 

By using this strategy DGN, the utilities of the nodes that are closer to the root of a global up tree are 

reduced.DGN is suitable for the database contains the long transactions. They use the divide and conquer technique in 

mining processes. The search space are divided into smaller subspaces.  

For example, 

{b}’s conditional tree 

{a} does not contain {b}tree 

{d}does not contain {b}and{a} 

{c}does not contain {b},{a}and{d} 

{e} does not contain {b},{a},{d}and{c} 

The searching is starts from bottom of the tree. The nodes does not appear the descendant nodes. the proposed 

strategies is used for decreasing overestimated utilities is remove the descendant nodes in a tree.   
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3.2 DLU and DLN 

They are pushing the two more strategies into the FP Growth. By pushing these two strategies overestimated 

utilities are decreased and the number of PHUIs can be reduced. 

 
3.2.1 DLU 
 The algorithm contains tree steps1. Generate the conditional pattern bases for tracing the trees original path,2.conditional 

tree are to be constructed is calle local tree. 3.mine the patterns from conditional trees. By using DLU, minimum item 

utilities are utilized to reduced utilities of local unpromising items in conditional pattern bases. the local unpromising items 

are subtracted from the path utility of an extracted path. 

 
3.2.2 DLN 

In DLN, the path are reorganized by pruning unpromising items and resorted in any fixed order. These paths are 

known as reorganized path.DLU and DLN are can be local version of the DGU. By using , these two strategies, 

overestimated utilities for itemsets can be locally reduced without losing an actual high utility itemsets. 

 
3.3 Heuristic rules 

Heuristic rules are used for better decision making process. Potential high Utility itemsets are found by four 

strategies . An association rules for discovering interesting relations between variables in large databases. It is intended to 

identify strong rules discovered in databases using different measures of interestingness. A rule states as follows A-> B 

(The logs A are being visited followed by B) , The support and count is being measured.  

 

An item L with their minimal node utility, path utility and counts, The second step is to find all valid rules with the 

itemsets . The rules we need to find out in this step can be classified into two groups by verifying whether the item ir is the 

least frequent item in the whole rule or not: 1. the rules with ir on the antecedence and ir is the least frequent item in the 

rule. 2. the rules with ir on the antecedence, but there exists at least one item with its occurrence count less than ir on the 

consequence. We can find out the first kind of rule directly by using the information found in the first step. Our method is 

to compare any two itemsets ISA and ISB found in the first step. If one is the subset of the other, say ISA is the subset of ISB. 

Then let ISC be the difference of ISB and ISA. To verify the validity of the rule ISA ! ISC , we need to verify the following 

rule 

ISA-> ISC =P(ISA -> ISc)/P(ISA) 

On solving this equality the subsequent strength of the rule and its validity is being found. Thus on adopting all 

these the high utility items are evaluated , with strongly saying in terms of rules. Thus Proposed methodology will adopt for 

many number of transactions/logs. 

 

For Example, 

If totally 5 logs are being depicted as high utility logs say (A,B,C,I,K), the possible sets are extracted, which contains 2 

combination,3 combination, 4 combination, etc 

(A,C) -> 2combination 

(C,J)->2 combination 

(C,J,K)-> 3 combination 

Finally evaluating high utility patterns which means(A,C,K,J).Many user has used A,C,K,J items 

Repeatedly, predicted by highest confidence. 

 

3.4 Identify High Utility Pattern 
After finding the PHUIs, now identify actual high utility itemsets and sets of high utilities are produced by scanning the 

original database one time. 
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IV.CONCLUSION 
 

In this paper ,proposed rule based method named heuristic rule for extracting high utility patterns. Potential High 

utility Itemsets are efficiently generated by two scans of the original database. Here use four strategies to reduced the 

overestimated utilities and increase the performance of the high utility mining. 
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