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ABSTRACT: the term Big Data is usually used to describe huge amount of data that is generated by humans from 
digital media such as cameras, internet, phones, sensors etc. By building advanced analytics on the top of big data, one 
can predict many things about the user such as behavior, interest etc. However before one can use the data, one has to 
address many issues for big data storage. Two main issues are the need of large storage devices and the cost associated 
with it. Sequence of DNA storage seems to be an appropriate solution to address these issues of the big data. In this 
paper we are also using initial segmentation process as pre-processing step, Mapping by Tag generating, and D4M 
algorithm. 
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I. INTRODUCTION 
 
The challenges associated with big data are Volume, Velocity and Variety .Big data volume stresses the storage, 
memory and compute capacity of a computing system and requires access to a computing cloud. The velocity of big 
data stresses the rate at which data can be absorbed and meaningful answers produced. Big data variety makes it 
difficult to develop algorithms and tools that can address that large variety of input data. The ability to collect and 
analyze large amounts of data is a growing problem within the scientific community. The growing gap between data 
and users calls for innovative tools that address the challenges faced by big data volume, velocity and variety. 
Numerous tools exist that allow users to store query and index these massive quantities of data. Each storage or 
database engine comes with the promise of dealing with complex data. When using multiple technologies, however, 
there is significant trouble in designing the movement of information between storage and database engines to support 
an end-to-end application. 
The standard approach for handling the increasing complexity of operations is to increase the size of the functions at 
the cost of increasing the effort required to build these functions. Solving this problem requires a composable 
mechanism (e.g., multi-dimensional associative arrays) for creating operations of increasing complexity without 
increasing their relative effort. A final challenge is that the above problems are ant correlated. Addressing one problem 
will typically result in the other issue becoming more difficult. For example, adding computing and network resources 
to a database system increases the difficulty of adding more diverse data and adding more complex operations. Thus, a 
viable solution must address all of the issues simultaneously.  
D4M architecture addresses the challenges presented in the previous section by using a layered software architecture 
that addresses each challenge in its own layer. The top layer consists of compostable associative arrays that provide a 
one-to-one correspondence between database queries and linear algebra. Associative arrays can be both the input and 
output of a wide range of database operations and allow complex operations to be composed with a small number of 
statements. The middle layer consists of several parallel computation technologies that allow associative arrays to be 
distributed efficiently across a parallel computer. Furthermore, the pieces of the associative array can be bound to 
specific parts of one more databases to optimize the performance of data insertion and query across a parallel database 
system. The bottom layer consists of databases running on parallel computation hardware. D4M can use any type of 
database. D4M can fully exploit the power of databases that use an internal sparse tuple representation (e.g., a 
row/col/val triple store) to store all data regardless of type. The D4M approach provides several advantages and 
improvements over existing methods, specifically: D4M represents complex database operations and queries as 
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compostable algebraic operations on associative arrays; D4M Provides distributed arrays for parallel database 
operations; D4M Transparently handles diverse data types using a tuple store. 
 

II. RELATED WORK 
 
Waldvogelet.al [1] explained the Scalable Distributed Information Management System (SIDM) is a hierarchical tree 
based information management system that aggregates data about a large scale networked system. It provides scalability 
through hierarchical aggregation and flexibility to accommodate a wide range of applications and data attributes. 
Furthermore, it performs lazy aggregation, on demand re-aggregation, and tunable spatial replication to ensure 
robustness. 
Renesse, et.al [3] it is based on Astrolabe [59] which is highly robust due to its unstructured gossip protocol for data 
distribution and replication of all aggregated attribute values associated with a sub tree to all peers in the sub tree. SIDM 
has extra initial processing overhead to build the aggregation trees it needs to operate, as well as for additional overhead 
during DHT maintenance 
Bhagwan et.al [2] a comparative study of simple replication schemes and erasure coding schemes showed that an erasure 
coding scheme provides higher data availability than a simple replication scheme, but in the case of a P2P distributed 
dependency management system (D4M) where dependent artifacts are distributed across the network, the erasure coding 
scheme leads to high traffic overheads when it  
. 
Sting et .al [4] proposed  the replica placement protocol uses a co-ordinate and controlled strategy which is globally 
known to each peer in the network in order to place the replicas. It uses the globally known hashing allocation function 
h(m, d) where m ≥ 1 is the index number of a replica instance and d is the identifier of each document. The allocation 
(hashing) function provides the address of a DHT peer on which a replica can be placed. Using this hash function with 
either the actually number of replicas present or the location of the closest replica, any peer in the network can find a 
potential replica‟s address. In this replica selection protocol, locks are used during replica addition/deletion. These locks 
are used to avoid temporary inconsistencies in lookup while replica rd is being modified. These temporary 
inconsistencies may lead to these replicas not being selected for document retrieval in the worst case. These 
inconsistencies cannot be tolerated in a P2P dependency management system (D4M) where most of the artifacts depend 
on other artifacts in the system. 
 

III. PROPOSED SYSTEM 
 
Figure 1 shows the architecture of proposed system. It includes following module. 
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Figure 1: Shows the architecture of our proposed system. 

a) Segmentation: 
Sentence Segmentation It is a crucial first step in text processing. Segmentation a text into sentences is generally based 
on punctuation. The sentences boundaries and phrase boundaries can be estimated according to punctuation marks. we 
tokenize the sentences in the text file to create the words. 
Word Segmentation It is getting words from text. The space is a good separator for this task but it will not work with 
special cases as compound words. Some compound words are written with a space in the middle even though they are 
single words. Such cases must be solved at this stage. It means that we must have knowledge base with similar words. 
With solving this problem, this stage is relatively easy.  
 
b) Generating tags: 
     We are proposing a method of generating tags using Genetic Sequence or DNA sequence.   If suppose we consider a 
genetic sequence. 

S= { w, wଵ, … . . w୬} 
Tagging is a process of assigning each word  w୧ of S a corresponding tag. Tag is generated using attributes of text file 
i.e., text filename, Username, Server name. The use of DNA sequence has a single occurrence in the genome and 
whose location and base sequence are known. 
    Tag will be generated for text files and store it in a database. When a user sends the request for a file again a tag will 
be generated and matches with the tags that are stored in the database.  
 
c) Mapping: 
     A Mapping Algorithm is used to identify the location in a reference genome. Mapping process executes when the 
user request a file from the server as shown below in figure 2, tag name is generated based on filename, username and 
server name. This tags is compared with already generated tags, if it matches the particular file is mapped from server 
to user. If it does not matched then user is requesting unknown file or access not permitted to that file. Use of DNA 
sequence automatically maps the matched tagged with the database to the user. 
 
 The Overall Model of our proposed system is D4M Scheme. We are using D4M approach for big data. 
 

IV. RESULTS AND DISCUSSION 
 
This section explains the results of our proposed system. Successful retrieval of text files to valid users is counted as hit 
count. Below figure3 shows the comparison graph for our proposed method to existing method. 
. 

 
Figure 3: Graph for Mapping Values. 
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V. CONCLUSION 
 
The goal of the Dynamic Distributed Dimensional Data Model (D4M) is to combine the advantages of distributed 
arrays, tuple stores, and multi-dimensional associative arrays to create a database and computation system that solves 
the challenges associated with increasing data size, data diversity and operation complexity. In this paper the 
implementation of D4M has demonstrated simultaneous improvement in all of these dimensions when compared to 
current standard approaches (e.g., Java + SQL).The high hit count of our proposed method shows the accuracy and 
efficiency of system. 
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