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ABSTRACT:Clustering is a useful data mining technique which group’s data points such that the points within a 
single group have similar characteristics, while the points in different groups are dissimilar. Partitioning algorithm 
methods such as k-means algorithm is one kind of widely used clustering algorithms. As there is an increasing trend of 
applications to deal with vast amounts of data, clustering such big data is a challenging problem. Recently, partitioning 
clustering algorithms on a large cluster of commodity machines using the MapReduce framework have received a lot of 
attention. Traditional way of clustering text documents is Vector space model, in which TF-IDF is used for k-means 
algorithm with supportive similarity measure. This scheme or paper exhibits an approach to cluster text documents in 
which results obtained by executing map reduce k-means algorithm on single node cluster on hadoop show that the 
performance of the algorithm increases as the text corpus increases thus forming the non-redundant results and 
appropriate information.  
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I. INTRODUCTION 
 
K-means is a partitioned clustering technique that helps to identify k clusters from a given set of n data points in d-

dimensional space. It starts with k random centers and a single cluster, and refines it at each step arriving to k clusters. 
Currently, the time complexity for implementing k - means is O (I * k * d * n), where I is the number of iterations. If 
we could use the KD-Tree data structure in the implementation, it can further reduce the complexity to O (I * k * d * 
log (n)). 

Clustering based on k-means is closely related to a number of other clustering and location problems. These include 
the Euclidean k-medians in which the objective is to minimize the sum of distances to the nearest center and the 
geometric k-center problem in which the objective is to minimize the maximum distance from every point to its closest 
center. There are no efficient solutions known to any of these problems and some formulations are NP-hard. The large 
constant factors suggest that it is not a good candidate for practical implementation. One of the most popular heuristics 
for solving the k-means problem is based on a simple iterative scheme for finding a locally minimal solution. This 
algorithm is often called the k-means algorithm 

K-Means is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The 
procedure follows a simple and easy way to classify a given data set through a certain number of clusters (assume k 
clusters).The number of clusters should match the data. An incorrect choice of the number of clusters will invalidate the 
whole process. An empirical way to find the best number of clusters is to try K-means clustering with different number 
of clusters and measure the resulting sum of squares.  

 The basic K-means Algorithm is as follows:  
 Step 1: Select K points as initial centroids 
 Step2:  Repeat  
 Step 3: Form K clusters by assigning each point to its Closest centroid 
 Step 4: Recompute the centroid of each cluster   
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 Step 5: Until centroids do not change.  
The key step of Basic K-means algorithm is selection of proper initial centroids. Initial clusters are formed by 

random initialization of centroids. Sequence File from Directory of Text Documents Map reduce programming is 
coined to process huge data sets in parallel and distributed environment. Suppose, we select the input data from a 
document set, where the text files in the directory are small in size. Since HDFS and Mapreduce are optimized for large 
files, convert the small text files into larger file i.e., SequenceFile format. SequenceFile is a hadoop class, which allows 
us to write document data in terms of binary <key, value> pairs, where key is a Text with unique document id and 
value is Text content within the document in UTF-8 format. SequenceFile packs the small files and process whole file 
as a record. Since the SequenceFile is in binary format, we could not able to read the content directly but faster for read 
/write operations.  

 
Doug Cutting and his team developed an Open Source Project called HADOOP, using the solution provided by 

Google.Hadoop is an Apache open source framework written in java that allows distributed processing of large datasets 
across clusters of computers using simple programming models. The Hadoop framework application works in an 
environment that provides distributed storage and computation across clusters of computers. Hadoop is designed to 
scale up from single server to thousands of machines, each offering local computation and storage.Hadoop is widely 
used in industrial applications with Big Data, including spam filtering, network searching, clickstream analysis, and 
social recommendation. To distribute its products and services, such as spam filtering and searching, Yahoo has run 
Hadoop in 42,000 servers at four data centers as of June 2012. Currently, the largest Hadoop cluster contains 4,000 
nodes, which is expected to increase to 10,000 with the release of Hadoop 2.0. Simultaneously, Facebook announced 
that their Hadoop cluster processed 100 PB of data, which increased at a rate of 0.5 PB per day as of November 2012. 
According to Wiki, 2013, some well-known organizations and agencies also use Hadoop to support distributed 
computations. In addition, various companies execute Hadoop commercially and/or provide support, including 
Cloudera, EMC, MapR, IBM, and Oracle. With Hadoop, 94% of users can analyze large amounts of data. Eighty-eight 
percent of users analyze data in detail, and 82% can retain more data (Sys.con Media, 2011). Facebook stores 100 PB 
of both structured and unstructured data using Hadoop. IBM, however, primarily aims to generate a Hadoop platform 
that is highly accessible, scalable, effective, and user-friendly. It also seeks to flatten the time-to-value curve associated 
with Big Data analytics by establishing development and runtime environments for advanced analytical application and 
to provide Big Data analytic tools for business users. Hadoop runs applications using the MapReduce algorithm, where 
the data is processed in parallel with others. In short, Hadoop is used to develop applications that could perform 
complete statistical analysis on huge amounts of data. 

II. LITERATURE REVIEW 
 
Apache Hadoop is an open source software framework for storage and large scale processing of data-sets on clusters 

of commodity hardware. Hadoop is an Apache top-level project being built and used by a global community of 
contributors and users. Hadoop was created by Doug Cutting and Mike Cafarella in 2005. It was originally developed 
to support distribution for the Nutch search engine project.  

When data sets go beyond a single storage capacity, it is necessary to distribute them to multiple independent 
computers. Trans-computer network storage file management system is called distributed file system. A typical Hadoop 
distributed file system[9] contains thousands of servers, each server stores partial data of file system. HDFS cluster 
configuration is simple. It just needs more servers and some simple configuration to improve the Hadoop cluster 
computing power, storage capacity and IO bandwidth. In addition HDFS achieves reliable data replication, fast fault 
detection and automatic recovery, etc.  

Apache Hadoop is an open source Java framework for processing and querying vast amounts of data on large 
clusters of commodity hardware. Hadoop is a top level Apache project, initiated and led by Yahoo!. It relies on an 
active community of contributors from all over the world for its success.  

With a significant technology investment by Yahoo!, Apache Hadoop has become an enterprise-ready cloud 
computing technology. It is becoming the industry de facto framework for big data processing. Hadoop is designed to 
efficiently process large volumes of information by connecting many commodity computers together to work in 
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parallel. The theoretical 1000-CPU machine described earlier would cost a very large amount of money, far more than 
1,000 single-CPU or 250 quad-core machines. Hadoop will tie these smaller and more reasonably priced machines 
together into a single cost-effective compute cluster.  

III. PROPOSED ALGORITHM 

 K-Means: It is a type of unsupervised algorithm which solves the clustering problem. Its procedure follows a simple 
and easy way to classify a given data set through a certain number of clusters (assume k clusters). Data points inside a 
cluster are homogeneous and heterogeneous to peer groups the proposed scheme is segregated in three parts 
respectively. 

a) How to Map Reduce K-means 
• Partition {x1 ,…,xn } into K clusters 
  K is predefined 
• Initialization 
– Specify the initial cluster centers (centroids)  
• Iteration until no change 
– For each object x1 
• Calculate the distances between xi and the K centroids 
• Re)assign xi to the cluster whose centroid is the closest to x1  
– Update the cluster centroids based on current assignment. 
 

b)  K-MEANS Map/ Reduce Function 
• KMeans() formation 
• Assigncluster() 
– For each point p 
• Assign p the closest c 
• Updatecluster () 
– For each cluster 
• Update cluster center 
 

c) MapReduce K-means Algorithm 
– Runs multiple iteration jobs using mapper+combiner+reducer 
• Mapper 
– Configure: A single file containing cluster centers 
– Input: Input data points 
– Output: (data id, cluster id) 
• Reducer 
– Input: (data id, cluster id) 
– Output: (cluster id, cluster centroid) 
• Combiner 
– Input: (data id, cluster id) 
– Output: (cluster id, (partial sum, number of points)) 
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IV. SIMULATION AND RESULTS 
 

 The first step in designing the MapReduce routines for K-means is to define and handle the input and output of the 
implementation. The input is given as a <key,value> pair , where ‘key’ is the cluster center and ‘value’ is the 
serializable implementation of vector in the data set. The prerequisite to implement the Map and Reduce routines is to 
have two file one that houses the clusters with their centroids and the other that houses the vectors to be clustered. Once 
the set of initial set of clusters and chosen centroids is defined and the data vectors that are to be clustered properly 
organized in two files then the clustering of data using K-Means clustering technique can be accomplished by proposed 
scheme and algorithm to design the Map and Reduce routines for K-Means Clustering. 

The initial set of centers is stored in the input directory of HDFS prior to Map routine call and they form the ‘key’ 
field in the pair. The instructions required to compute the distance between the given data set and cluster center fed as a 
pair is coded in the Mapper routine. The Mapper is structured in such a way that it computes the distance between the 
vector value and each of the cluster centers mentioned in the cluster set and simultaneously keeping track of the cluster 
to which the given vector is closest. Once the computation of distances is complete the vector should be assigned to the 
nearest cluster. Once Mapper is invoked the given vector is assigned to the cluster that it is closest related to. After the 
assignment is done the centroid of that particular cluster is recalculated. The recalculation is done by the Reduce 
routine and also it restructures the cluster to prevent creations of clusters with extreme sizes i.e. cluster having too less 
data vectors or a cluster having too many data vectors. Finally, once the centroid of the given cluster is updated, the 
new set of vectors and clusters is re-written to the disk and is ready for the next iteration the below output screens 
depicts the proposed scenarios and results. 

 

 
Figure 1: Process the Corpus and Forming Vectors thus pertaining 100 Sub Directories to Evaluate the Corpus 

 

 
Figure 2: Forming the Centriods  over vectors that are to be clustered using K-Means 
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Figure 3: Clutered Results Omitting the Redudant Records and Files Thus Production and Appropriate 

Data/Information 
 

Below is table opted for test under the scheme 
 

 
V. CONCLUSION AND FUTURE WORK 

 
This scheme presents enormous information Hadoop with MapReduce and give a brief on Clustering Techniques 

used to examine huge information. In this work near examination of Distributed K-Means method is done on remain 
solitary framework and different hub framework. So far numerical information been utilized for grouping yet we have 
finished with the absolute information. Some pre-handling methods have been connected on the absolute information 
which produces yield in numerical configuration. The Distributed K-Means approach is produced in java, sent in 
MapReduce system of Hadoop. The Experimental outcome have been assembled which demonstrates that the 
Distributed K-Means works all the more effectively on the Multiple Node then the Single Node when tried on the three 
datasets with Different measurements. However, for the future scope the same can be incorporated with data streaming 
service like apache spark and mahout on multimode clusters and balancers. 
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