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ABSTRACT: Distributed systems are increasingly used these days. These systems consider several other  machines 
working for serving a purpose as a single system. Such a system is generally designed for studying the concept of 
MapReduce and enhances the existing system by adding some functionality. Many researches are carried out on 
MapReduce as it’s an effective implementation with hadoop is the most welcomed technology these days. A unusual 
kind of issues are noticed which can hamper the performance of the system. One of them is poor network maintain 
which may include wrong connections, low bandwidth etc. Or huge number of middle merges where more storage is 
accessed for many times. It is also applicable in the many circumstances where we have to address same data all over 
again. Avoiding these all kinds of situations the latency of the network can be reduced. Hopefully, this system will help 
out network levitated systems which use hadoop for handling the big data. 
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I. INTRODUCTION 
 
MapReduce is an implementation for handling and creating lagre data sets. This is more widely used in different 

applications of distributed systems, where large amount of data is handled. Distributed system is used in extraordinary 
ways where the functioning, services, databases are divided in number of parts and those are taken care of different 
requests by the users.  

 MapReduce can be used where big data can be generated by real time transactions or it may be stored using 
large data storage systems. The size of data may differ from Gigabytes of data to zeta bytes of data. The examples of 
companies which can be considered those continue to generate large amount of data like facebook~6million messages 
per day; ~ 2million page views a day by ebay, ~9petabytes of storage based satellite images by skybox imaging 
~terabytes a day. 

 
 MapReduce programs are composed of two main procedures as Map() filtering and sorting of data items 

provided to it, and Reduce() which will achieve the summary operation. The fault tolerance ,scalability are the main 
benefits of MapReduce technic to be used in distributed systems effectively. MapReduce libraries are written as in 
some other  levels of optimizations. This work is done in a few of the programming languages. So the portability and 
scalability can be achieved. MapReduce is used in increasing number of application domains, as it is more capable of 
handling large amounts of data and using less disk-oriented mechanisms that can give the results with good remarks.   

 A number of researches have been carried out to improve performance of MapReduce framework. Although 
the relationship in between phases of MapReduce are critical issue to be solved, MapReduce Online architecture 
developed by Condie et al.[3] comes with direct network channels between Map and Reduce operations. Several 
serialization issues are observed by different researchers. This is because the data elements are stored on different 
storage locations in the systems and also the intermediate results are also stored and accessed to and from the disks. 
These repetitive operations make the operation more time consuming and costly. To reduce this, Hadoop-A algorithm 
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is developed by Weikuan yu et al. They have implemented a full pipelined architecture for overlapping MapReduce 
operations, and have worked on reducing disk accesses. But there is a possibility of minimizing the memory accesses 
and also to develop a topology aware system that would minimize the latency in responding to the user. 

The motivation to work on this topic is there are different issues in using the MapReduce as it is. Those issues are  
1) The serialization between Hadoop shuffle/ merge and reduce phases. 
2)  Lack of network portability. 
3)  Repetitive disk accesses and data merges.   
 The system introduced in this paper works on minimizing the latency of operations, communications and 

network latency as being a topology aware system. It is more efficient to users as it gives the results in minimum times 
by storing data once in a lifetime of request-response cycle. 

 
 The organization of this paper is as follows, section II contains related work. This gives the work done 

previously by different researchers in this area. Section III describes system design of proposed system. It detailed 
implementation and working of the system. It is followed by results of the system in section IV, where all the graphs 
generated by the system are discussed. Finally, the topic is concluded in section V.  

II. RELATED WORK 
 
 Weikuan yu, Yandong Wang, and Xinyu Que introduced a system with network levitated merge algorithm called 

Hadoop-A. This system works on network levitated merge and it uses pipelining for the three MapReduce phases those 
are shuffle, merge and reduce. But this system doesnot uses the hierarchical merging for memory scalability and they 
have network portability as their future scope[1]. 

Condie et al[3] have proposed an architecture called MapReduce Online to open up direct network channels between 
Map() and Reduce() and speed up the delivery of data between Map() to Reduce(). But look at the relationship of 
hadoop MapReduce’s three data processing phases and their implication to the efficiency of Hadoop remains a critical 
issue. 

 
Phoenix[7] is a MapReduce implementation for shared memory systems. In this system, the users have require to 

write simple parallel code without considering the complexity of thread creation, dynamic task, scheduling data 
partitioning[1], and fault tolerance across processor nodes[20]. 

Tiled MapReduce[9] by chen et al. improves Phoenix[7]. It leverages the tiling strategy that is commonly used in 
compiler community. The division of MapReduce is done into discrete subjobs and extends the Reduce() phase to 
process partial Map result. However enhancement of  large scale hadoop clusters, and reduction of disk contention as 
an optimization strategy is not added to the system and optimization of inter-job pipelining is in stark. 

III. SYSTEM DESIGN 

The system is designed with three modules; those can be taken as a good example of distributed system. Here, 
the three modules can run on different machines. Also, we can have multiple number of user machine and multiple 
server agents working or different machines. 
 

A. Mathematical Model: 
a. Problem Description: 
  Let P be the network levitated merge system, which provides MapReduce in proposed form; such that 
P={U, S, A, Rq, Rs| ɸp} 
Where, 
 U represents number of system users; U= {U0,U1,U2,…,Un| ɸu }. 

 U is designed such that for each Ui={UI, UV, Op, DI| ɸu}. 

Where, 
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o UI is uploaded image. 

o UV is uploaded video. 

o Op represents operation to be performed. 

o DI represents the pointer for downloading the image. 

 Server is represented as S; S={AU,CF,L,G | ɸs} 

Where, 

o AU is automatically updating the system by refreshing the page, connectivity and database. 

o CF stands for client finder. This searches for newly logged in server agents and users associated with 
the system. 

o L is the centralized log record kept at server. 

o G is the graph section where the graphs for various properties can be seen. 

• A stands for server agent which can be represented as A={AD, IO|ɸa} 

Where, 

 AD is automatic download; with this the system can download the image automatically, whenever the 
task is assigned to it. 

 IO is the image operation which will perform different image operations for the user 

 Rq stands for request. This will be transferred from user to server and server to agent. 

 Rs stands for response given by agent to server and server to user. 

B. Activity: 
For each user U there is a server S. 
fu(u0) |-> {S0}ϵS 
 
 
 
 
 
 
 
 
 
 
 

Each server will have definitely produce output for each of the users. 
Fs(s0) |->{DI}ϵU 

Set U                        Set S 
 
 
 
 

u0 
: 
u1 
u2 

ܵ 
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System will have number of users who can be linked with multiple requests R. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

One server S can communicate with multiple server agents A. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

For each U, S, A etc. a common log L will be maintained. 
 
 
c. Function Execution time 
Registration                1 time 
Login              n times 
Request                      n times 
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Response                    n times 
Server                         n times 
Server Agents             n times 
 
d. Efficiency factor  
The total performance could be improved by carefully managing the factors, like disciplined user I/O operations, 
interconnection networks, proficient schedulers, data analysis and memory management.  
 
e. Result through process 
 If (invalid input)  
  Cancel 
 Else 
  Appropriate result will be shown 
 
B. Algorithm: 
a. User- Server communication: 
1.  User registers to the system. 
2. If(Registration successful) 

a. Go to login page. 
b. Show success message. 

3.  Else 
a. Load registration page again. 
b. Show error message.  

4. User attempts for login 
5. If(Login successful) 

a. Go to user home page. 
b. Show success message. 

6. Else 
a. Load login page again. 
b. Show error message. 

7. In Upload image tab,  
a. Select the image/video file to upload. 
b. Select operation to perform. 

8. Send request to server. 
9. Server searches for available agent to perform operation. 
10. Server updates logs and graphs. 
11. User can download the results from download image tab. 
12. If (another request) 

a. Go to step 7 
13. Else 

a. Click on log out button. 
 
b. Server – agent communication: 
1. User registers to the system. 
2. If(Registration successful) 

a. Go to login page. 
b. Show success message. 

3.  Else 
a. Load registration page again. 
b. Show error message.  

4. User attempts for login 
5. If(Login successful) 

a. Go to user home page. 
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b. Show success message. 
6. Else 

a. Load login page again. 
b. Show error message. 

7. Server will search for any active server agent. 
8. Server agent waits for assignment of job. 
9. If (job assigned) 

 
a. Agent performs given operation on given image. 
b. Saves the result to particular location. 

10. Else 
a. Go to step 8. 

11. Server will send link of resulting image to the user. 
12. User can download the result. 
13. If(more requests) 

a. Go to step 7. 
14. Else 
15. Logout server agent. 
16. Logout server. 

 
C. Working: 

In this system, three modules are developed, like user module, server module and server agent module. All 
these modules work for an image processing application. The images are sent by the user module to server. And server 
will assign the right to perform operation to a specific server agent. The working of these modules is as follows.  

The user first has to register to the system before using it. After registration it can use the system any time by 
logging in to the system. Server must be active for all the run time of the system. After login successfully, the user may 
upload the image to the system for performing any of the provided operations. This is sent in the form of 
<image,operation> tuple to the server.  

 
Now, at the agent side, there may be one or more server agents present as the slave nodes of the system. So 

they too have to register for the very first time and can log in for all the next attempts. 
 
Whenever the user sends any request to the server, the server will check for logged in server agent and assigns 

the job to it. If it does not get any active agent, it will hold the request, and keep checking the availability. The server 
will also do the load balancing of jobs between different active server agents and schedule the jobs accordingly. 

Now, the server agent will download the image and perform specified action on it. This result is then updated 
on the server and it can now be seen by the user. 

 
For all this time, the server will keep logs of these operations, and generate the graphs of throughputs, delays, precision 
and recall. 
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IV.  RESULTS 

 

 
(A)                       (B) 

 
(C)                                    (D) 

Figure 1. Results taken by the server based on the logs 
 

The experiments were conducted on different machines for users, server and server agent modules. Each of 
these were expected to be of minimal hardware and software requirements.The graphs in the above diagram show the 
results of system taken by the server module. The figure 1(A) shows the delays of various requests. It may vary for 
different requests. Figure 1(B) shows precision graph for accuracy of the operations per request in form of speed per 
available time. It decreases with increase in time. As it is real time system, if fast interactions are done, then system 
works properly. It does not tolerate the delayed communications. In figure 1(C) the recall of the system is given per time 
taken by system, it increases with increase in time. In figure 1(D) overall throughput is given for the system 
performance, which shows continuously increase in the data processed as increase in time is observed. This output is 
generated by the parameters and time constraints considered since a user registers to the system till whole the operation 
is done for all logged in users. This checks for all the log records of the system and gives the performance measure for 
complete product. 

V. CONCLUSION 
 

The use of MapReduce is very beneficial for ‘Big data’. Especially it is most efficient with the systems like 
Hadoop. The MapReduce can provide better results by providing it with some extra functionality.  

One of the ways to achieve this is used in this system. Pipelining between different phases of MapReduce is 
used as the base system. This system can be enhanced with some memory scalability and topology aware and high 
bandwidth network channels for even better results. 

 
Now-a-days the use of this system especially Hadoop is getting increased. Functionality of existing systems 

can be enhanced with the help of this proposed system. I hope that it will be helpful to industry as well as educational 
uses of MapReduce.  
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