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ABSTRACT: The term “chronic kidney disease” means lasting damage to the kidneys that can get worse over time. If 

the damage is very bad, your kidneys may stop working. This is called kidney failure, or end-stage renal disease 

(ESRD). Kidney disease patients have the potential to get into the chronic phase and chronic kidney disease (CKD) is a 

decrease in kidney function gradually. So, doctors can diagnose kidney disease patients. So, we are predicting whether 
patients with renal disease have entered a phase of chronic kidney disease or not by showing the best accuracy result of 

comparing supervised classification machine learning algorithms in real time applications. The aim is to investigate 

machine learning based techniques for CKD   forecasting by prediction results in best accuracy. The analysis of dataset 

by supervised machine learning technique(SMLT) to capture several information’s like, variable identification, uni-

variate analysis, bi-variate and multivariate analysis, missing value treatments and analyze the data validation, data 

cleaning/preparing and data visualization will be done on the entire given dataset. Additionally, to compare and discuss 

the performance of various machine learning algorithms from the given hospital dataset with evaluation classification 

report, identify the confusion matrix and to categorizing data from priority and the result shows that the GUI based 

effectiveness of the proposed machine learning algorithm technique can be compared with best accuracy with 

precision, recall, F1 score, sensitivity and specificity.  
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I. INTRODUCTION 

 

Domain Overview: Machine learning is to predict the future from past data. Machine learning (ML) is a type of 

artificial intelligence (AI) that provides computers with the ability to learn without being explicitly programmed. 

Machine learning focuses on the development of Computer Programs that can change when exposed to new data and 

the basics of Machine Learning, implementation of a simple machine learning algorithm using python. Process of 

training and prediction involves the use of specialized algorithms. It feeds the training data to an algorithm, and the 

algorithm uses this training data to give predictions on a new test data. Machine learning can be roughly separated into 

three categories. There are supervised learning, unsupervised learning and reinforcement learning. Supervised learning 

programs are both given the input data and the corresponding labeling to learn data has to be labeled by a human being 

beforehand. Unsupervised learning has no labels. It provided the learning algorithm. This algorithm has to figure out 
the clustering of the input data. Finally, Reinforcement learning dynamically interacts with its environment and it 

receives positive or negative feedback to improve its performance. 

 

Data scientists use many different kinds of machine learning algorithms to discover patterns in python that 

lead to actionable insights. At a high level, these different algorithms can be classified into two groups based on the 

way they “learn” about data to make predictions: supervised and unsupervised learning. Classification is the process of 

predicting the class of given data points. Classes are sometimes called targets/ labels or categories. Classification 

predictive modeling is the task of approximating a mapping function from input variables(X) to discrete output 

variables(y). In machine learning and statistics, classification is a supervised learning approach in which the computer 

program learns from the data input given to it and then uses this learning to classify new observations.  

Supervised Machine Learning is the majority of practical machine learning uses supervised learning. 

Supervised learning is where have input variables (X) and an output variable (y) and use an algorithm to learn the 
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mapping function from the input to the output is y = f(X). The goal is to approximate the mapping function so well that 

when you have new input data (X) that you can predict the output variables (y) for that data. Techniques of Supervised 

Machine Learning algorithms include logistic regression,Random Forest tree, k-Nearest Neighbour, Decision 

Trees and support vector machines etc. Supervised learning requires that the data used to train the algorithm is already 

labeled with correct answers. Supervised learning problems can be further grouped into Classification problems. 

II. METHODOLOGY 

 

 EXPLORATORY DATA ANALYSIS 
This analysis is not meant to be providing a final conclusion on the reasons leading to the hospital sector as it 

does not involve using any inferential statistics techniques/machine learning algorithms. Machine learning supervised 

classification algorithms will be used to give the CKD/ NOT CKD dataset and extract patterns, which would help in 
predicting the likely patient affected or not, thereby helping the hospitals for making better decisions in the future. 

Multiple datasets from different sources would be combined to form a generalized dataset, and then different machine 

learning algorithms would be applied to extract patterns and to obtain results with maximum accuracy. 

 

Figure 1. Block diagram 

 

DATA WRANGLING: 
 In this section of the report will load in the data, check for cleanliness, and then trim and clean the given 

dataset for analysis. Make sure that the document steps carefully and is justified for cleaning decisions. 

DATA COLLECTION: 
The data set collected for predicting loan customers is split into Training set and Testset. Generally, 7:3 ratios 

are applied to split the Training set and Test set. The Data Model which was created using Random Forest, logistic, 

Decision tree algorithms, K-NearestNeighbor (KNN) and Support vector classifier (SVC) are applied on the Training 

set and based on the test result accuracy, Test set prediction is done. 

  The data which was collected might contain missing values that may lead to inconsistency. To gain better 

results data needs to be preprocessed so as to improve the efficiency of the algorithm. The outliers have to be removed 

and also variable conversion needs to be done. Based on the correlation among attributes it was observed that attributes 
that are significant individually include property area, education, loan amount, and lastly credit history, which is the 

strongest among all.  
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Table 1. Variable description 

 

Some variables such as applicant income and co-applicant income are not significant alone, which is strange 

since by intuition it is considered as important.The correlation among attributes can be identified using a plot diagram 

in data visualization process. Data preprocessing is the most time consuming phase of a data mining process. Data 

cleaning of loan data removed several attributes that have no significance about the behavior of a customer. Data 

integration, data reduction and data transformation are also applicable for loan data. For easy analysis, the data is 

reduced to some minimum amount of records. Initially the Attributes which are critical to make a loan credibility 

prediction are identified with information gain as the attribute-evaluator and Ranked as the search-method. 

IV. EXPERIMENTAL RESULTS 

 

 
Figure 2. Output displayed in GUI where patient details should be entered 
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Figure 3. Output for CKD affected patient 

 
Figure 3. Output for CKD not  affected patient 

V. CONCLUSION 
 

The implementation of Chronic Kidney disease prediction model  based on supervised method of machine learning to 

predict whether the person is affected by ckd or not. By learning from the past dataset’s input and results, the model 

can predict the result for a newly entered dataset.The dataset is  supplied to the machine learning model on the basis of 

this data set the model is trained. In the process of accumulating information, data from previously CKD affected 

patients datasets from online sources are gathered together. These datasets are merged to form a common dataset, on 

which analysis will be done. Various attributes like age,bp,albumin,sugar levels etc are used to predict the result. We 

found that Random Forest has the greatest accuracy of  96.67% .We then uses this algorithm to predict the result from 

newly entered data.We show that this approach can further improve the prediction performance.  
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