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ABSTRACT: The greatest challenge in cloud computing world is minimization of Response time and cost in 

instruction to stability the load and increase business performance with customer satisfaction. As cost plays a 

dynamic role in cloud environment, so decrease in cost would not simply be proficient but correspondingly be 

highest best significance for customer satisfaction. Enormous quantity of data transfer in a balanced method with 

inexpensive rate is a bigger benefit in Cloud computing environment. Setting the amount of processors of each 

VMs, We have proposed technique based on Swam Optimization in multi-level into account in order to 

discovery the optimal solution to our resource allocation which affords enhanced distribution map. 

 

Cloud computing is an Internet-based computing service that is provided by large groups of remote networked 

servers. It provides centralized data storage and online access to computer services or resources. Load balancing 

is reassigning the total node to the individual node when no single node is underloaded or overloaded. It should 

be managed by application or workload demand by allocating resources in multiple virtual machines, networks, 

or servers. When the amount of data and number of user requests will high, the number of server and processing 

time of the server is also high then load balancer is used. It is used to maximize throughput, minimizing the 

response time and cost, improve resource utilization and performance or energy saving in the cloud environment. 

This should be managed by dynamic load balancing algorithms assisted by machine learning techniques. The 

hybrid algorithm will be used in load balancing and the result of the same will be compared with other 

algorithms like Throttled and Equally Spread Current Execution. 
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I. INTRODUCTION 
 

In the Cloud computing environment, dissimilar load balancing scheduling occurs to ensure ansuitable utilization 

of resource consumption. This is used to efforts to fix the problem that completely the processors in the system 

and each node in the network essential share an equivalent quantity of workload which is allocated to them. Load 
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balancing technique very useful in resource utilization in a cloud computing environment that can be separated 

into two classes of technique which can be distinguished: Load balancing is unique of the dominant issues in 

cloud computing. This technique very useful for allocates the dynamic local workload consistently across all the 

nodes in the complete cloud to avoid a condition where particular nodes are comprehensively loaded while others 

are idle or doing little work. It benefits to accomplish a high user satisfaction and resource exploitation ratio, load 

balancing is useful for improving the total performance and resource effectiveness of the system. It similarly 

makes sure that each computing resource is disseminated proficiently and equally. It additional prevents 

bottlenecks of the system which might occur due to load imbalance. Subsequently one or additional components 

of whichever service fail, load balancing supports in continuance of the service by applying fairover. In 

provisioning and de-provisioning of instances of applications without failing. Improving load balancing 

technique using multi swam optimization these numerous resources (network links, central processing units, disk 

drives.) to accomplish optimal resource utilization, maximum throughput, maximum response time, and avoiding 

overload. To distribute load on dissimilar systems, dissimilar load balancing algorithms are used. These 

algorithm instructions the earlier state as well as the current node and regulate traffic distribution consistently in 

real time. Throttled Algorithm, Modified Throttled Load Balancing Algorithm, FCFS Algorithm, Particle Swam 

Optimization Algorithm, Genetic Algorithm, Clustering Algorithm, etc. are some of the collective dynamic 

algorithms. Cloud computing situation cannot rely on the previous information of nodes capacity, processing 

power, memory, presentations and users necessities, so dynamic load balancing algorithm fits improved than 

static load balancing algorithm as the earlier one takes run time statistics for load balancing.  

 

The use of static resources for cloud services [2] has many drawbacks, for instance, static hosting in web-

based platforms has unreliable service level, where a single outage can make the platforms unusable. It is 

also very costly and inefficient to as sign a static amount of resources to a specific workload where static 

resources can remain  unused for various periods of time. The dynamic hosting approach can enable 

vendors and providers to support efficient resource allocation and resource management mechanisms for 

their hosting platforms, however dynamic resource management for cloud services requires an efficient and a 

fast resource allocation algorithm. 

The main contribution of this research is a proposed ruled-based algorithm called C-Rule Algorithm that 

would use a very efficient prediction tool [3] and simulation framework to prevent any unbalance  in the 

system overload in a dynamic environment.  This unbalance  prevention  will be achieved  by simulating  

different  resource  allocation  scenario  of a predicted  workload, in order  to achieve an optimal resource 

provisioning for a specific workload with a low computation need. 

 

II.SELECTING A PROPER PREDICTION AND SIMULATION METHOD 
 

2.1. Selecting a Load predictor: Cicada Toolkit 

 

There is a relationship between network traffic and the processing load of a cloud [3]. Cloud computing 

computers receive and forward packets via physical interfaces, typically Layer 2 technologies like the 

Ethernet. These technologies, or so -called network links,  have  their  characteristics  defined  in  terms  of  
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parameters  such  as  bandwidth.  Therefore,  the  amount  of  network  traffic determines  the  required  

capacity  of  the  network  links  due  to  the  nexus  between  bandwidth  and  packet  forwarding  rate.  The 

relationship between the network traffic and cloud processing workload in any region of a network is often 

expresse d using Little’s Law, which is derived from queuing systems theory [3]. The Little’s Law states 

that the average number of items in a queue system is a product of the average rate at which the items arrive 

and the average time that an item spends in the system. The Little’s Law expresses the ratio of the mean 

traffic demand to the mean number of users in a network segment [4]. 

 

Cicada toolkit and an extension called Choreo will be used in this paper for predicting incoming 

workload  [3]. The following graph demonstrates the speed of predictions of Cicada based on the size of the 

Dataset 

 

2.2. Selecting a Proper Cloud Simulator Framework 

 

The main step in analyzing a cloud provisioning is to simulate a Cloud computing model, where 

simulation enables provisioning of a Cloud computing model. To evaluate the performance of a workload 

model, the simulation software must be able to simulate application models, resources, and policies [5]. 

 

 CloudSim is one of the most popular and well know open-source cloud simulator. CloudSim can 

simulate large-scale data centers by virtualizing server hosts. CloudSim is capable of provisioning host 

resources to virtual machines. CloudSim ca n also model and simulate energy-aware computational 

resources and dynamic provisioning of simulation elements. In CloudSim simulation 

can be stopped or resumed at any time.  CloudSim can simulate a cloud computing workload efficiently 

with a set of applic ations. CloudSim offers support for system modeling of Cloud systems but also it 

enables users to simulate system component behavior for resource provisioning such as simulation of 

virtual machines (VMs). CloudSim can support a single cloud as well as internetworked clouds, which 

consists of integrated clouds [5]. CloudSim allows researchers to investigate Cloud resource provisioning 

and power consumption of data centers. 

 

 ICanCloud is another cloud simulation platform, which is capable of modeling and simulating many cloud 

computing systems. 

The main functionality of iCanCloud is to analyze and predict the trade-offs between performance and 

cost of different applications. ICanCloud is capable of simulating multiple applications in different 

hardware while considering information about cost. ICanCloud can model and simulate many different 

computing architectures with different cloud brokering policies such as customized VMs with different 

unicore and multi-core systems. 

 

 GreenCloud [6] simulator is another cloud simulator which focuses on energy power consumption and 

cost of the physical components of a cloud computing network. With GreenCloud simulator, the 

workload of cloud computing scenarios and of all its infrastructural elements of a data center can be 

simulated in order to calculate the total cost of energy consumption. 
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 CloudSched is also another simulation platform which can model and simulate large Cloud computing 

environments such as VMs, data centers, and physical machines. CloudSched can also use different 

resource scheduling policies and algorithms to simulate a network infrastructure. 

 

 An extensive study [7] on the most popular open-source cloud simulators such as ICanCloud, 

GreenCloud, CloudSched, and CloudSim has proven that the most efficient cloud simulator for 

computationally intensive tasks, data interchanges between data centers and internal network 

communications is CloudSim. 

 

 

2.3. PREVIOUSLY INTERDUCED PREDICTIVE LOAD BALANCING ALGORITHMS 

 

Many research  has been conducted  to explore  the predictive  load  balancing  for the cloud  while 

introducing  many  different algorithms. One load balancing method introduced in [8] is to use Predictive 

Load Balancing Algorithm in both burst and non-burst periods to maintain service quality and minimize 

energy consumption of cloud network. [8] also, suggest the use of Right Scale Algorithm (RSA) for 

consolidating Virtual Machines (VM) into physical machines.  Both algorithms use mathematical equations 

for load balancing and management of cloud resource, however, the research paper does not provide any 

simulation or real scenario to prove the efficiency of the algorithms. The prediction simply predicts the 

burst time and it caps the cloud resources in burs t time for better management and the algorithm uses the 

QoS parameters to add or remove virtual machines in order to meet the QoS goal. 

Another predictive load balancing research based on ensemble forecasting [9] uses a reactive overload 

detection method to predict any overloads.  Reactive  overload  detection  uses different  CPU parameters  

such as static  threshold  (ST)  value  and  when  CPU utilization exceeds the static threshold value by 80% 

or 90% then it will detect it as an overload. This approach also uses various computation intensive statistical 

calculations to compare CPU utilization values to historical data. After detecting an overload, the research 

paper suggests the use of CloudSim for forecasting CPU utilization at a theoretical level. The proposed 

concept in t his paper only detects an overload when it already has happened and it proposed prediction 

method is very computationally intensive. The CloudSim simulation proposed in this paper is only in a 

theoretical level and this paper does not provide any clear simulatio n results to prove its method and suggest 

further study in order to improve the load balancing results. 

 

Another  load  prediction  study  for  energy-aware  scheduling  [10],  suggests  training  predictors  for  

predicting  a  load  without mentioning any accurate tool for prediction. 

 

The literature review of predictive load balancing algorithms for cloud indicates that all previous 

literature has used statistical calculations  for the prediction  that predicts  overloads  that have  already 

begun to happen.  All the previous  methods  need high computational  and centralized  approaches  that 

need to be configured  and trained  for overloads. For load balancing all previous literature have used 

http://www.ijircce.com/


 

         

ISSN(Online): 2320-9801 

 ISSN (Print):  2320-9798                                                                                                                                 

                                                                                                               

International Journal of Innovative Research in Computer  

and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com  

Vol. 8, Issue 2, February 2020 
 

Copyright to IJIRCCE                            DOI: 10.15680/IJIRCCE.2020. 0802026                                                        154     

 

mathematical  equations which needs high computation  power for load balancing and management  of 

cloud resource without offering any simulation or real scenario to prove the efficiency of the introduced 

algorithms.  This literature tends to introduce a new accurate and reliable and less computational approach 

for cloud load prediction which can accurately predict cloud load. This literature will also investigate all 

cloud simulation frameworks, in order to find the most accurate simulation platforms. 

 

2.4. Workload Balancing Algorithms 

 

The main goal of load balancing is to achieve the minimum process execution wait time with minimum 

amount of computational resources. In a perfect load balancing which has a zero execution wait time, all 

processes are handled simultaneously and the re are no wait-times for processing information. Many 

algorithms were introduced to address workload prediction and workload balancing, the most popular 

algorithm for workload balancing are Round Robin, Random Algorithm and least loaded algorithm. The 

following literature below explains the most concept behind the popular workload balancing algorithms. 

 

2.5. Round Robin and Random Algorithms 

 

 Round-Robin (RR) is scheduling technique that achieves load balancing by assigning equal time 

quanta to cyclic tasks and processes [11]. In RR, the algorithm divides time quanta is into equal slices 

and assigns with the specific time interval. The time scheduling principle describes the scheduling of 

the time slides when using the algorithm such that all the nodes are assigne d with a quantum and with 

an operation. All resources are treated as time slices. While RR provides an efficient mec hanism for 

load balancing in terms of meeting peak user demands and providing high quality services, this approach 

presents significant challenges in bursty workloads [12]. 

 Bursty  workload  refers  to  uneven  pattern  of  data  transmission,  a  common  problem  in  large  

systems  such  as  web-based 

applications. The problem with bursty workload is that it can degrade system performance and lead to 

system unavailability. Burstiness is a major problem in the context of cloud computing given the 

increasing number of cloud users. Static algorithms such as RR have inherent limitations given that 

they depend on prior knowledge without considering current state of a node. T his means that the 

algorithm can degrade system performance.  

 

 

The limitations of RR algorithms in environments characterized by bursty workloads indicate the need 

for enhanced algorithms. 

 

 Random-Algorithm: Random Algorithm connects cloudlets and servers randomly by assigning random 

numbers to each server. 

Unlike the Round Robin algorithm, the Random algorithm can handle a large number of requests 

and evenly distribute the workload to each node. Similar to the Round Robin algorithm, another 

advantage of Random algorithm is that it is sufficient f or machines with similar Ram and CPU specs. 
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The Random algorithm is the most efficient algorithm for peak time traffic and when Cicada cannot 

detect a reliable prediction, random algorithm can distribute the workload evenly between different 

VMs. 

 

 

 

 

 
 

Figure 1: Random Algorithm 

 

2.6.  Introducing Predictive Workload Balancing Algorithm For Cloud Services 

 

 Introducing C-Rule Algorithm 

 

The core contribution of this paper is a new predictive load balancing of running tasks, for the purpose 

of resou rce allocation. Predictive  workload  balancing  enables  cloud  service  providers  to  prepare  their  

resource  allocation  for  all  different  scenario s beforehand of any events. We will call the algorithm of 

allocating resources based on Cicada predictions C-Rule algorithm. 

The  most  reliable  (in  our  estimation)  load  prediction  tool  called  Cicada  and  a  reliable  cloud  

simulation  framework  called CloudSim,  which allows researchers  to investigate  Cloud resource  

provisioning  and power consumption  of data-centers  and its efficiency  has been proven  in previous  

research  papers. C-Rule  algorithm  first predicts  workloads  during the early stage  by a predictor called 

Cicada.  Then, Cicada uses CloudSim framework to simulate the workload balancing by our rule -based 

algorithm. C- Rule Algorithm focuses on preventing over-loads in a first place rather than balancing current 

overloads. In this new approach, a prediction can be achieved in less than 20 milliseconds [3] and with a help 

of a Cloud simulator, an overload can be in a matter of seconds. If C-Rule algorithm detects any over-loads, 

CloudSim can find the most accurate resource allocation in a matter of seconds which is faster than all 

previous algorithms. Resource allocation with a CloudSim requires less computational  power than using 
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complex statistical and mathematical formulas for resource allocation. 

C-Rule algorithm can achieve the most efficient cloud resource allocation which includes a number of 

host machines and the required number of virtual machines for each host machine with minimal resources. 

After finding the most system configuration for a specific workload, the C-Rule algorithm will lower the 

number of virtual machines and amount of physical memory for every given task, up until it finds the 

minimum resource requirement for a specific workload. 

C-Rule algorithm needs to receive efficient prediction data and if there are no historical prediction data 

then CloudSim will u se the random algorithm for workload balancing  until it receives reliable workload 

data. Previous  researches have proven that the Random algorithm is the most efficient algorithm for 

peak time traffic and when Cicada cannot detect a reliable prediction, t he random algorithm can 

distribute the workload evenly between different VMs. Unlike other algorithms, Random Algorithm connects 

cloudlets and servers randomly by assigning random numbers to each server and can handle a large 

number of requests and evenl y distribute the workload to each node. In a load balancing dependent on 

the Random algorithm each client can be given a list of available servers which can eliminate the need for 

a centralized broker. 

The main purpose of a predictive  workload balancing with C-Rule is that, cloud service providers 

can install SFlow-enabled devices on their cloud network and gather workload data from a traffic link of 

their cloud network and use C-Rule to simulate the workload on a simulated network based on a specific 

workload and later increase the amount of workload to test the maximum handling of their workload. 

This method of the provisioning can also prevent any overprovisioning by finding the minimum amount of 

computing resources for a workload. 

 

2.7. Workload Prediction Concept Introduced by Cicada and Choero 

 

Cicada uses the data gathered from the SFlow-enabled devices to predict incoming workload. The data 

collection process will comprise the following three steps: 

 

1.    Firstly, the SFlow-enabled devices will transmit the samples to a centralized server. 

2.    Secondly,  the  centralized  server  will  collect  detailed  information  about  the  data  sample  

including  the  IP  address, timestamp, and transferred bytes. 

3.    Thirdly, the aggregate dataset will be exported to Cicada for further estimation. 

 

After completing the first three phases. 

1.    Cicada imports data from a sFlow-enabled device and compares it to historical traffic data generating 

a workload prediction. 

2.    Cicada exports the prediction data to a file, which can be exported to the Cloud Simulator framework. 

3.    C-Rule algorithm can compare the prediction data to historical predictions and if it finds any 

similar overload-scenario in the historical data then it can execute the previous resource allocation 

policy rather than a new load balancing scenario. 

 

Both Cicada system and CloudSim framework can be installed on the same computer. The follo wing 
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parameters must be transferred from Cicada to CloudSim in order to establish a reliable simulation. 

 

 
 

Table 1: Table of Input parameters from Cicada to CloudSim Simulator. 
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Figure 2: Cicada Data Gathering Diagram 

 

 

All predictions are transmitted from Cicada to Cloud. CloudSim will run a simulation and detect any possible 

overloads. 

 

 

 
 

Figure 3: Data Importation from Cicada to CloudSim 
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Figure 4: C-Rule Workload balancing diagram 

 

 

The above diagram demonstrates the overall concept of C-Rule algorithm.   Initially, Cicada generates a 

load prediction and if the prediction is unreliable, then it will use the random algorithm for load balancing 

until it receives a reliable prediction. The literature in Chapter 2, indicates that Cicada cannot provide any 

prediction for any burstiness of a workload and the only algorithm that can efficiently handle load 

balancing of a burstiness workload is the Random algorithm.   Random Algorithm connects cloudlets and 

servers randomly by assigning random numbers to each server.  The Random algorithm is the most efficient 

algorithm for peak time traffic and when Cicada cannot detect a reliable prediction, The Random 

algorithm can distribute the workload evenly between different VMs. 

III. SAMPLE RESULTS 
 

If the simulation detects any overloads, it will simulate different scenarios by adding more host 

machines or virtual machine s to achieve zero CPU waiting time. Cloud  Simulation  can also generate  a 

list of CPU wait times for each cloudlet each time that CloudSim adds or removes different cloud 

resources. All waiting times can be stored as a set and compared by Paired t -test to the previous data set 
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of CPY waiting times. 

In the following example the number of host machines has been increased from 1 host to 2 hosts. The sum 

of the waiting times has been decreased from 200020.38 to 40003.75. To make a statistical comparison, all 

waiting times will be added into a list and will be compared by Paired t-test. 

In the following example, the final values for t is 6.98 which indicates there has been a significant change. 

 

3.1. Simulation load balancing results 

 
 

Figure 5: Final result of resource reduction after achieving a zero processing wait-time. 
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Figure 6: Chart demonstrating effect of adding a new host on total CPU waiting time. 

 

 

 

 

 

 

 

3.2. Resource reduction results by a C-Rule algorithm 
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The following chart demonstrates a simulation result for host reduction in a successful load balancing. 

CPU waiting time is zero whether service provider uses 7 host machines or 5 hot machines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Final result of resource reduction after achieving a zero processing wait-time. 

 

The above result concludes that each host machine must run 20 VM machine in order to achieve zero 

waiting time with only 5 host machine rather than 7 host machines. The above simulation was completed in 

small fractions of a second. 
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