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ABSTRACT: Traffic Engineering is a way of propagating data over the network in place of management view, 
existence of resources and the current and required traffic. It also supports the network supplier to make the best 
utilization of existing resources. Different utilization of internet needs various levels of facilities to be provided, for 
example voice traffic needs less delay and very less delay variation. Video traffic requires high bandwidth, etc. Hop-
by-hop mechanism is utilized to send a packet in a network employing IP protocol. Routing protocols are employed to 
make routing tables, to discover a route which has the lesser cost, with respect to its metrics to every destination in the 
network. This method results in the over-usage of some connections while other connections remain unemployed and 
are under-used, which causes to the network congestion. MPLS does not send data depending on destination address 
instead it forwards data according to the labels. Utilizing MPLS network, resources can be analyzed by routing data by 
less congested route instead of the shortest route utilized in routing protocols. These new routes are produced by hand 
or by various signalling protocols. MPLS provides support to many characteristics i.e. traffic engineering, VPNs and 
QoS etc. By using MPLS in traffic engineering we can increase the use of network resources building it more effective. 
In this research paper a comparison evaluation is done depending on parameters of traffic engineering i.e. effective 
utilization of bandwidth, throughput and delay etc. for various kind of traffic in their movements throughout the 
network for both MPLS-TE and conventional IP network. RIVERBED simulator is employed to model the comparison 
results. 
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I. INTRODUCTION 
 

Next Generation Network (NGN) which is a packet-based network can provide services including Telecommunication 
Services and can also make use of multiple broadband, QoS enabled transport technologies and in which service-
related functions are independent from underlying transport-related technologies. NGN gives revolution in the mobile 
networks, the capability to assure the seamless mobility with end-to-end QoS present an essential   criterion of the 
success in the NGN. There are many different factors like low throughput and high latency, jitter and delay, which 
degrade the service level by affecting the QoS, so, here we discuss the requirements to ensure the continuity of end-to-
end QoS in such an environment. The design of the multiservice networks is possible by the development of MPLS 
technology   that enables to meet the different needs from various flows which they transport. The new MPLS protocol 
defined by the IETF with two main aims: 
1. To allow a fast routing of IP packages by replacing the function of routing by a switching function much faster due 
to the substitution of the traditional tables of routing by much smaller matrices of commutation. 
2. To facilitate engineering network by providing to the operators the control of the routing of the data which was very 
complex for the traditional protocols of routing like OSPF. MPLS technology is very crucial  for the evolutionary 
virtual private networks (VPNs) and quality of service (QoS), to meet the future growth the efficient usage of exiting 
networks is allowed and the  speedily  correction of mistakes of the failure of host. The use of switching label 
technology by MPLS to give a seamless service of transport of data for customers was done. Any type of traffic (data, 
voice, video……etc) can be transported by using it. MPLS is an effective   solution for the present day’s problems in 
networks, e.g. speed, scalability, traffic engineering and quality of service (QoS) management. To meet the 
requirements related to services and bandwidth management for the next generation IP based networks MPLS is a 
capable tool. The amplification of capabilities of large scale IP networks and the routers forwarding speed is done by it.  
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From some time the use of internet is done everywhere and it required different types of new capabilities that can 
performs the business and enterprise network requirements. The speed and bandwidth is the requirement of these 
varieties of applications. For existing internet infrastructure the increasing growth in users and volume of traffic is a big 
problem. Despite these starting challenges and to assemble the service and bandwidth needs through the next 
generation networks MPLS will have to play an essential role in packet forwarding, switching and routing. 
 

II. MULTI-PROTOCOL LABEL SWITCHING (MPLS) 
 

MPLS was demonstrated to address the IP flaws; it offers extra facilities to the applications employing IP. As demand 
for multimedia services is greater, traffic engineering has become a necessary requirement for the network service 
suppliers as it makes the basis of some performance parameters. MPLS offers the solution to the problems of traffic 
engineering i.e. QOS, speed, network congestion and delay etc. MPLS sends data through labels attached to every 
packet, these labels are allocated among all the nodes making the network. Constraint-based Routed Label Distribution 
Protocol (CR-LDP) and Resource Reservation Protocol (RSVP) are the two label distribution which offers support for 
Traffic Engineering. The first router does the routing lookup, similar to IP routing based protocol, but rather than next 
hop it discovers the destination router and also a previously determined route from its current location to the final 
router. The router uses a label (or shim) on the data packets depending on this information. Now other routers as 
described utilize this label to send traffic further in the network without doing any extra IP lookups. At the final router 
the packet is forwarded by normal IP routing and label is discarded. 
 

                                                        
                                                                        Figure 1. MPLS forwarding 
 

III. MPLS NETWORK INFRASTRUCTURE 
 

MPLS data forwarding or broadcasting of packets needs a label switched path or LSP which is a unidirectional tunnel 
available between the routers in a MPLS network model. The label edge router (LER) is a router which chooses the 
initial route and introduces a packet in an MPLS LSP.  

                                   
Figure 2. MPLS Network infrastructures 
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MPLS network switching in the middle of LSP is done by Label switching router (LSR). The LSP final router also 
called as egress router eliminates the label. A label distribution protocol is utilized to allocate address/label mappings 
between neighbouring nodes. MPLS label format utilizes a 32-bit label field, which consists the under described fields. 
In MPLS, each packet has a label with them. This label is a shim header field. The shim header is inserted between link 
layer header and IP header of the packet. These packet headers build a MPLS stack. The described figure explains a 
MPLS stack consisting various headers and its location in the packet.  
 

                                
                                      Figure 3. Position of MPLS stack in Network Protocol stack 
 

IV. PROPOSED METHODOLOGY 
 

Simulation is divided in two tasks to satisfy the aim of the paper.  
Task 1: In this phase of the simulation the VoIP traffic is transport from source (VoIP_West) to destination 
(VoIP_East) in the two networks (MPLS and Traditional IP networks).The primary task is to compare the performance 
of VoIP traffic in the both networks by the usage of performance metrics, i.e., voice jitter, packet End-to-End delay, 
packet loss and throughput. The simulation results got are analyzed to examine the effective technology used for 
transmitting VoIP traffic.  
Task 2: In this phase, an approach is made to estimate the approximate minimum number of calls that can be arranged 
in the both networks. This approach can be used to determine the number of calls, in a real network. This is done by 
designing the real network in the RIVERBED. We use the End-to-End delay performance metric got from the 
simulation to determine the approximate minimum number of calls maintained in both networks.  
Assumptions  
It is complicated to predict the traffic behavior in the network as the traffic in network varies from source to destination 
at anytime. We will simulate the conventional IP and MPLS models by determining the worst case scenario i.e. since 
we require to estimate the minimum number of VoIP calls that a network can support with acceptable quality. We 
determine the background traffic excluding the VoIP traffic to be as 50% of link capacity, as mentioned in [16] 60% 
link capacity is the max-utilization allowed of a link to save it from bursts. 
Network design  
The simulation of both IP and MPLS networks are hired in the RIVERBED Modeler 14.5. The simulations are 
established using two scenarios.  
1. Scenario 1 made of simulation of MPLS network with TE  
2. Scenario 2 made of simulation of IP network without TE. 
 Both the networks are simulated by determining common topology.  
 

V. MPLS SIMULATION MODEL 
 

Figure 4 shows the MPLS network model which made of the following network elements:  2 LERs (Ingress_R1 and 
Egress_R4) , 2 LSRs (MPLS_R2, MPLS_R3),  2 VoIP stations (VoIP_West and VoIP_East)  Two switches (SW1 and 
SW2)  and DS3 links are used to join all the routers and 100 Mbps links are used for connecting workstations to the 
two switches.  
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TE is implemented in the above simulation model by using CR-LDP signaling protocol, which is configured in 
RIVERBED by defining FECs in MPLS definition attribute and setting LDP parameters in the routers. The CR-LSP 
which is set up can be visible in the Fig.4.1 as a blue colored link from Ingress_R1 to Egress_R4 through router 
MPLS_R2. When congestion happens in the network, the traffic is directed along CR-LSP path so that the traffic is 
evenly distributed in the MPLS network. This manages the congestion in the network and enhances the efficiency in 
utilizing the network resources.  
 

                             
                                                          Figure 4: MPLS Simulation model 
 
In this scenario VoIP traffic is transported from VoIP_West to VoIP_East. The VoIP calls are set up in the above 
model by configuring the Application definition and profile definition attribute (mentioned in the next section). We 
simulate both scenarios in order to get packet end-to-end delay, voice jitter, packet sent and packet received values.  
 

VI. COMPARISON OF PERFORMANCE METRICS 
 

The results depicted in the Fig 5, Fig 6, Fig 7 and Fig 8 is the performance metrics achieved for MPLS and traditional 
IP networks. From the graphs it is realized that there is an increment in the performance when the VoIP traffic is 
transferred utilizing MPLS technique.  For every scenario the simulation duration is 420 sec. The VoIP traffic begins at 
the 100th sec and finishes at the 420th sec of the simulation time. In both scenarios VoIP calls are joined at specific 
time intervals such as for every two seconds beginning from 100th sec till 420th sec. 

                                     
                                                         Figure 5: voice packet send and received 
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The Fig 5 provides the average no. of packets forwarded and obtained in both MPLS and traditional IP networks. By 
the simulation end it is realized that MPLS model provides more throughput as compared to the IP model.  
The MPLS and IP models simulation are performed considering the background traffic. It is noted from the Fig 5 that 
voice packets begin to drop from 240 sec in the IP network while in MPLS voice packets are began to loss from 300 
second. By the simulation the early packet drop in IP network shows that it cannot set up the VoIP calls with suitable 
quality after 240 sec. The VoIP calls set up after 240 sec feels loss of information because of the packet loss which 
cause voice skips and voice breaks.  The Voice packet drop in MPLS network begins at 300 sec because of the fact that 
MPLS deliver the packets with low delay, high transmission speed and furthermore the Traffic Engineering is enforced 
in the MPLS network which locally decreases the congestion. Because of these factors the packet drop in MPLS 
networks begins at 300 sec while in IP network. 
 

                                  
 
                                                                     Figure 6: Voice packet jitter 
 
The packet drop begins at 240 sec, this increases the MPLS network throughput.  The Fig 6 illustrates the Voice packet 
jitter of IP and MPLS network model. It is observed that Voice Jitter begins to increase at 240 sec in IP network for 
MPLS network it begins to increase at 300 sec. The voice packet delay variation depicted in Fig 7 has same variations 
in graphs as described here. 

                               
Figure 7: Voice packet delay variation 
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Figure 8: Voice packet End-to-End Delay 

 
The Fig 8 explains the end-to-end delay of packets of IP and MPLS network model. The network End-to-end delay 
shouldn’t exceed above the threshold value of 80 ms in for establishing VoIP calls are of appropriate quality. From the 
Fig 8 it is observed that end-to-end delay in IP network increases the threshold at 240 second and the MPLS network 
arrive the end-to-end delay threshold at 300 sec. The IP network arrives the threshold quicker than MPLS network, is 
because of that TE is implemented in MPLS network. MPLS utilizes CR-LSPs for managing the local congestion. In 
simulation CR-LSPs is set from Ingress_R1 to Egress_R2 through R3 which is represented by „blue‟. In the MPLS 
network, the network resources are effectively used in comparison of IP network.  
 

VII. CONCLUSION 
 
The main objective of the paper is based on the performance analysis of conventional IP network and MPLS network in 
respect of VoIP traffic. The performance analysis is followed by presenting an approach in RIVERBED to estimate the 
minimum number of VoIP calls that can be maintained in the MPLS and IP networks. The performance analysis in both 
networks is made on focusing on the performance metrics such as Voice jitter, Voice packet delay variation, Voice 
End-to-End delay, Voice packet send and received.  Our research started by literature review made on the state of art on 
MPLS, TE and IP. The literature review helped us to answer three of our research questions. Based on the simulation 
results it can be concluded that MPLS provides best solution in implementing the VoIP application (Internet 
Telephony) compared to conventional IP networks because of the following reasons  

 Routers in MPLS takes less processing time in forwarding the packets, this is more suitable for the 
applications like VoIP which posses less tolerant to the network delays.  

 Implementing of MPLS with TE minimizes the congestion in the network. TE in MPLS is implemented by 
using the signaling protocols such as CR-LDP and RSVP  

 MPLS suffers minimum delay and provides high throughput compared to conventional IP networks.  
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