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ABSTRACT: Despite the benefits that encourage organizations to move toward the cloud, security issues are strong 
barriers. Distributed denial of service (DDoS) attack can target cloud computing environments and compromise the 
availability of cloud-based services. Thus, offensive techniques are highly recommended to detect DDoS and decrease 
the possibility of their success. One of the techniques used to detect such attacks is machine-learning. In this paper, the 
performance and detection accuracies of three supervised machine learning classifiers are compared:Naive Bayes, 
Decision Tree, and Linear Discriminate Analysis. The impact of the training sample size onclassifier accuracy is 
investigated as well.  Furthermore, a novel accuracy estimation method, F-Hold Cross-Validation, is proposed and 
compared to the K-Fold Cross-Validation method to assess it. The results show that F-Hold Cross-Validation is time-
efficient and its estimated values are acceptable. 
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I. INTRODUCTION 
 
Cloud computing, a popular service platform, provides user services in a new and feasible manner by virtualizing 

various resources and supplying them to customers based on their demands. One of these services is cloud-based 
storage; this service allows users to store their data in cloud data centers and eliminates the need for users to store data 
on their own computers [1]. For example, Simple Storage Service (S3) allows users to collect, store, and analyse huge 
amounts of data in the cloud [2]. Attractive features of cloud computing include scalability, fault-tolerance, elasticity, 
and pay-as-you-use. Furthermore, decreasing the cost of owning and maintaining physical networks and devices and 
reducing the need for additional work spaces are two benefits that give organizations, especially small ones, the 
confidence to move to a cloud environment [3]. 

Despite these appealing characteristics, cloud computing adoption is plagued by security issues [4]. The results of a 
questionnaire that studied the security of cloud computing show that 88.46% of college students are wary of using 
cloud computing services due to security issues [3]. Some of these security concerns have been discussed in [5]. 
Among them are cross-tenant side channel attacks, such as stealing secrets and denial-of-service DoS attacks.DoS 
attacks prevent legitimate users from getting services by making resources unavailable; the resources are flooded by a 
huge number of false requests in order to consume them. The performance of the whole system can be downgraded as 
well [6]. 

An advanced version of DoS attacksis DDoS attacks which are launched by several sources targeting the same 
victim. To launch DDoS attacks, the attacker first uses some scanning techniques to compromise a network of 
vulnerable nodes called a botnet. Then the attacker sends the DDoS attack command to a botnet and forces it to launch 
the attack [7]. In addition to physical bots, DDoS attacks are also launched on commodity clouds by renting many 
virtual machines and using them as VM bots to attack the outside world [8]. Compromised and controlled IoT devices 
can function as a botnet as well [9].In short, DDoS attacks are very easy to launch but extremely difficult to trace back 
to the real attackers [10].Fig. 1 illustrates how DDoS attacks are launched.  
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Fig. 1. Process of launching DDoS attacks [11] 

DDoS is adangerous attackthat target the availabilities of network resources and services. According to a McAfee 
Lab report [12], DDoS are the second most frequent attacks. More than one-third of attacks in the world are DDoS 
attacks [10]. Furthermore, there was a 129% increase in DDoS attacks in the first quarter of 2016 as compared to the 
second quarter of 2015 and a 73% increase in attack size in 2016 versus 2015[13] [14]. Additionally, more than one 
third of government, education, and enterprise organizations were targeted by DDoS attacks in 2015. One quarter of 
these organizations have experienced more than ten DDoS attacks per month. Moreover, the attacks exceeded the 
Internet capacity of half of these organizations [15]. 

Even though cloud environment providers, such as Amazon EC2, have a huge pool of resources that make it unlikely 
to launch a successful DDoS against the cloud, cloud customers still can suffer from DDoS attacks. Cloud customers 
usually have two resource allocation plans: i)short-term, on-demand allocation andii) long-term allocation, in which the 
maximum contracted resources are made available to the customer. In the first case, the customer is exposed to 
Economic Denial of Sustainability (EDoS) attacks because more resources will be provided to cover the increased 
resource demand. In the second case, DDoS attacks could be successful because all limited allocated resources could be 
consumed [16]. 

To detect and mitigate DDoS attacks in the cloud, many strategies from different defence approaches have been 
presented. One promising detection approach is machine-learning-based. Getting the help of a machine’s intelligence 
enhances analysis and detection accuracy as well as decreases detection delay. 

The rest of the paper is organized as follows: Section II discusses the work related to DDoS mitigation methods, and 
Section III presents the research contributions and the experiments environment. Section IV discusses the classifiers’ 
performances and detection accuracies. Section V illustrates the impact of train sample size on the model accuracy and 
Section VI discusses a novel cross-validation concept. Finally,the conclusion and future work are presented in Section 
VII. 

II. RELATED WORK 
 
Numerous studies have been done in the area of DDoS attack defense. One of these studies has investigated the 

capability of firewalls to mitigate DDoS attacks in the cloud [17]. This empirical study concluded that both software-
based and hardware-based firewalls are not enough to defend against DDoS. Thus, more DDoS mitigation strategies are 
required. Some of them have been presented in a previous paper [17]. Another strategy that can be applied in the cloud 
environment to beat DDoS attacks that target individual cloud computing environment consumers has been presented 
in [16]. This strategy depends on allocating resources dynamically. When DDoS attacks are detected, customers are 
given additional intrusion prevention servers (IPS) to mitigate the attack. These extra resources are returned to the 
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available resource pool when the attack ends. One more method that has been used to detect attacks is entropy-based. 
In [18] entropies of some selected meaningful traffic features are measured to detect DDoS attacks. Furthermore, 
Snort,which is a signature-based detection method, is effective to detect known attacks, but it is less so when it comes 
to a new attack because the signature was unknown when the attack happened [19]. 

In addition to the aforementioned defense strategies, anomaly-based methods are considered strong approaches to 
detect DDoS attacks.In [20], many statistic-based detection algorithms have been studied to detect SYN flooding DoS 
attacks.Some data mining-based DDoS detection approaches have been explored in [21] as well.The performance of 
several supervised and unsupervised machine learning algorithms in detecting DDoS attacks are evaluated in [10]. 
Furthermore, the use of semi-supervised algorithms to enhance the classifier’s intrusion detection performance are 
discussed in [22]. Authors in [10] have proposed a machine learning-based DDoS attack defense mechanism that is 
based on analyzing the gathered information from servers’ hypervisors and virtual machines. Their method is applied 
close to the attacker location in the cloud environment. In fact, Neural Networks algorithms are used in several DDoS 
detection mechanisms. In [23], a hybrid neural network technique that archives high accuracy in detecting DDoS 
attacks was proposed. A Multi-Layer Perceptron Neural Network was also selected as a base for attack detection 
methods in [24] [25]. Furthermore, NIDS, which is an attack classification method and uses a 2-layered feed-forward 
neural network,is presented in [26] and has been deemed accurate. In addition to the mentioned algorithms, a Radial-
basis-function Neural Network is the core of other DDoS detection mechanisms [27] [28].  Moreover, time Delay 
Neural Networks have been used to defend against DDoS attacks as well [29]. Furthermore,Self-Organizing Feature 
Map (SOFM) algorithmscan be applied to enhance attacks classificationaccuracy [30] [31]. 

Like Neural networks, Naive Bayes algorithms are also used to present accurate defense techniques against network 
attacks [32]. Furthermore, decision trees are used in many methods to detect attacks. ENDER is a mechanism that 
applies a decision tree algorithm to detect HX-DoS attacks that combine HTTP and XML messages to target cloud 
services [33]. Besides utilizing one supervised machine learning classifier to provide network attack defense 
mechanisms, multi classifiers are combined in one attack recognition method to enhance detection accuracy [34] [35]. 

Various studies have evaluated different machine learning classifiers based on their performance in detecting DDoS 
attacks. Some of them have compared classifiers that belong to many machine learning algorithm types, while other 
research focused on classifiers located under one machine learning algorithm type. The NSL-KDD dataset was used to 
compare C4.5, Naive Bayes, Multilayer Perceptron, SVM and PART classifier models in [36] and BayesNet, Logistic, 
IBk, JRip, PART, J48, RandomForest, RandomTree and REPTree in [37]. Additionally, the KDD99 dataset was used 
to evaluate neural networks and decision trees in [38] and RBP, SVM, K-Nearest Neighbor, Decision Tree, and K-
Means techniques in [35]. Furthermore, the CAIDA dataset was used to compare Naive Bayes, C4.5, SVM, KNN, K-
means and Fuzzy c-means in [39]. In addition to CAIDA, the DARPA scenario specific dataset and CAIDA Conficker 
datasets were used to evaluate Naive Bayes, Multi-Layer Perceptron, IBK, RBF network, Bayesnet, J48, 
Bagging+Random Forest, Voting, Random Forest, and Adaboost+Random Forest in [40]. Moreover, authors in [41] 
evaluated Multilayer Perceptron, Random Forest, and Naive Bayes by using their own generated data. From the 
perspective of the same class, BP neural network and LVQ neural network have been evaluated in [42]. Another group 
of studies have assessed ensemble methods that combine different machine learning classifiers either from the same 
class or different classes. Unlike [34] that evaluated ensembles of only neuro-fuzzy classifiers, [43] compares 
ensembles of GA with SVM and GA with ANN.In our paper, three datasets are used to evaluate Linear Discriminant 
Analysis (LDA), Naive Bayes (NB), and Decision Tree(DT) in their ability to detect DDoS attacks.Moreover, a 
comprehensive study of existing DDoS attack defense mechanisms has been done,and the authors advocate for the 
creation of comprehensive, collaborative, and distributed defense mechanisms [44]. 

III. CONTRIBUTIONS AND EXPERIMENTAL SETUP 
A. Contributions 

In this paper we offer the following contributions:  
 The abilities of Naive Bayes, Decision Tree, and Linear Discriminate Analysis in detecting DDoS attacks 

were investigatedempirically using the Anaconda platform and the Scikit-learn machine learning library. 
Their detection precisions and alsotheir trainingand testing times were examined. 
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 The effect of the training dataset size on the classifiers performanceswasstudied by using the whole KDD99 
dataset and only 2.6% of the KDD99 dataset. 

 A new resampling method (F-Hold Cross-Validation)was proposed and compared with (K-Fold Cross-
Validation).  

B. Experimental Setup 
The details of the system, datasets, and machine learning algorithms that have been usedto achieve our 
contributions are as follows: 

 Operating System: Windows 10 Enterprise, 64-bit  
 Processor: Intel (R) Core (TM) i7 -7700 CPU @3.60GHz 
 RAM memory: 32.0 GB 
 Data science platform: Anaconda Distribution [45] 
 Python IDE: Spyder [46] 
 Machine Learning Library: Scikit-learn [47] 
 Supervised machine learning classifiers: DecisionTreeClassifier, D LinearDiscriminantAnalysis (LDA) and 

GaussianNB 
 Datasets:(Table 1 contains the details of datasets used) 

Table 1. Datasets used in our study 

Dataset 
name 

Training Dataset Testing dataset  Target Dataset 
collection 
date 

Size No. 
samples 

Size No. 
samples 

Kddcup99 
[48] 

743M  4898431 133 
MB 

311029 Different 
types of 
DDoS 
attacks 

1999 

NSL-KDD 
[49] 

18.2 
MB 

125973 3.21 
MB 

22544 Normal 
or 
Anomaly 

 2009 

2.6% of 
Kddcup99 

19.3M 125973 133 
MB 

311029 Different 
types of 
DDoS 
attacks 

1999 

IV. EXAMINATION OF SUPERVISED MACHINE LEARNING ALGORITHMS 
 
Many research papers have analyzed the performance of different machine learning algorithms in detecting DDoS. 

However,no previous paper to our knowledge has compared all three selected classifiers on both KDD99 and NSL-
KDD datasets. In most of the comparison studies, the classifiers are compared after tuning their parameters and 
selecting features. This research takes into account whether these approaches are not optimal for some classifiers. In 
other words,does the evaluation of only optimized classifiers give a fair picture of the classifiers performance? Thus, in 
this study, using three datasets, we compared the classifiers in three stages. 

For each dataset, the algorithms are compared three times. First, they are compared using the default algorithms’ 
parameters and all dataset features. Second, they are compared after selecting the optimal features. Third, they are 
compared after selecting the optimal features and tuning parameters. The algorithm comparison matrices that have been 
used are precision, which is the ratio of true positive instances among all positive instances, and model training and 
testing computation times. 
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A. Algorithm comparison results  
 
Stage 1: When the default algorithms’ parameters and all datasets features were used 

Table 2. Using default algorithms’ parameters and all datasets features to compare algorithms 

 Part of KDD Dataset KDD99 Dataset NSL-KDD Dataset 
 Precision Training 

Time 
Testing 
Time 

Precision Training 
Time 

Testing 
Time 

precision Training 
Time 

Testing 
Time 

Decision 
Tree  

0.71846 0.28979 0.11360 0.898595 22.68869 0.09545 0.778877 0.811543 0.007240 

Naive 
Bayes 

0.53913 0.19333 0.66109 0.767031 10.32593 2.37736 0.450319 0.211356 0.017478 

LDA 0.67101 0.45685 0.07194 0.814249 25.03510 0.13328 0.734697 0.505615 0.005164 

 
Stage 2: When the default algorithms’ parameters and selected features were used 

Table 3.Using default algorithms’ parameters and selected features to compare algorithms 

 Part of KDD Dataset KDD99 Dataset NSL-KDD Dataset 
 Precision Training 

Time 
Testing 
Time 

Precision Training 
Time 

Testing 
Time 

precision Training 
Time 

Testing 
Time 

Decision 
Tree  

0.718078 0.181601 0.01924 0.897543 9.2234854 0.038119 0.797685 0.2310613 0.0032517 

Naive 
Bayes 

0.728842 0.115567 0.09687 0.843847 7.3921531 0.349810 0.450364 0.1435950 0.0039483 

LDA 0.791048 0.249586 0.03511 0.795562 15.626319 0.075959 0.770316 0.2807176 0.0005637 

 
Stage 3: When selected parameters and features were used 

Table 4.Using selected algorithms’ parameters and  datasetsfeatures to compare algorithms 

 Part of KDD Dataset KDD99 Dataset NSL-KDD Dataset 
 Precision Training 

Time 
Testing 
Time 

Precision Training 
Time 

Testing 
Time 

precision Training 
Time 

Testing 
Time 

Decision 
Tree  

0.718120 0.196144 0.02221 0.898235 8.6456474 0.037390 0.815339 0.1872117 0.0026353 

Naive 
Bayes 

0.728842 0.120144 0.09767 0.843847 7.5373749 0.361617 0.450364 0.1319760 0.0016077 

LDA 0.614811 0.289852 0.03254 0.801559 17.419728 0.072209 0.771159 0.3120263 0.0005555 

 
B. Comparisons Results Discussion  

Overall, results show an obvious decrease in classifiers’ training and testing times when tuning their parameters and 
selecting appropriate features. Furthermore, these operations improve the detection precision of these classifiers in most 
cases. Among all three classifiers, the parameter optimized Decision Tree with the optimum set of features is the most 
suitable classifier to detect attacks with a reasonable training time. Its precision reaches to 0.898235, and it needs 8.65 
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second training time for the very big dataset KDD99.  Even without optimizing the Decision Tree classifier’s 
parameters and selecting features, it still gives very satisfactory precision (0.898595) but it takes more training and 
testing times, 22.689 seconds and 0.09545 seconds respectively. 

Even though Naive Bayes gives low precision in all dataset in the first stage, the appropriate selection of features can 
enhance its precision incredibly. Without feature selection, the precisionfor part of KDD dataset and KDD99 dataset is 
0.53913 and 0.767031 respectively. After the feature selection process, their accuracies jumped to 0.728842 and 
0.843847 respectively. However, its accuracy for NSL-KDD is still low even after tuning its parameters and selecting 
features (0.450). 

Still, LDA gives acceptable precisions compared to Naive Bayes on the NSL-KDD dataset and when default features 
and parameters are applied. On NSL-KDD, the precision of LDA is 0.771159 and Naive Bayes precision is just 
0.450364. 

In general, the results illustrate that the Decision Tree gives the best precision for both the KDD99 and the NSL-
KDD datasets in all stages. However, Naive Bayes and LDA overcome the Decision Tree when only 2.6% of KD99 
dataset is used. Additionally, classifiers are fitmore accurately when the whole KDD99 dataset is used.  For the two 
other datasets, the results differ based on the classifier used. From the training and test times, the processes of feature 
selection and parameter tuning decrease these times in a noticeable manner while enhancing detection accuracy in most 
cases. 

V. THE EFFECT OF TRAINING DATASET SIZE ON CLASSIFIER PERFORMANCE 
 
In this paper, we studied the impact of training dataset size on the detection accuracy of three machine learning 

classifiers. The algorithms were trained on the whole KDD training dataset and on just 2.6% of the same KDD training 
dataset. Then the trained models were tested on the same unseen data. The results show that when more data was used, 
the more accuracy obtained. In all stages, the precisions of all three classifiers on the 2.6% of the KDD dataset are 
lower than the precisions when those classifiers are applied on the whole KDD datasets. See Fig. 2, Fig. 3, and Fig. 
4.The difference between their accuracies reaches to almost 0.23 as in the case of the Naive Bayes’ application because 
the precision on the part of KDD is 0.53913 whereas its precision on the whole dataset is 0.767031 as shown inTable 2. 

 

 
 

Fig. 2.The precision of Decision Tree classifier when applied on KDD99 Dataset and 2.6% of it 

 

 
 

Fig. 3. The precision of Naive Bayes classifier when applied on KDD99 Dataset and 2.6% of it 
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Fig. 4. The precision of Linear Discriminant Analysis classifier when applied on KDD99 Dataset and 2.6% of it 

VI. F-HOLD CROSS-VALIDATION 
 

A. F-Hold Cross-Validation Concept 

Fitting the model to the training data beyond required level leads to poor performance when testing the model on 
unseen data. Thus, it is important to ensure that the model can generalize well [50]. Well-known techniques to avoid 
over-fitting are resampling methods, such as K-Fold Cross-Validation [51]. In K-Fold Cross-Validation, the training 
data is divided into K folds to be used in K training and validation iterations. K-1 chunks are used for training,and the 
remaining portion is used for testing. The test segment differs in each iteration [52].In this paper a novel cross-
validation method, F-Hold Cross-Validation, has been proposed and compared to K-Fold Cross-Validation. 

F-Hold Cross-Validation follows the same procedure of K-Fold Cross-Validationexcept that in each iteration the 
data is divided into threesections (Train, Test, and Hold). The classifier is trained using the Train and evaluated using 
the Test. The Hold part is not used in each iteration. The theory behind F-Hold Cross-Validation is thatnoise data might 
be part of the Hold chucks.Therefore, when Hold chunks are not used in the training process, the model may generalize 
well. 

 
B. F-Hold Cross-Validation Vs. K-Fold Cross-Validation 

F-Hold Cross-Validation has been implemented and compared to K-Fold Cross-Validation from the perspectives of 
estimated accuracy and cross-validation computation time. In the evaluation process, K and F values have been set to 
5,8,10, and 15, and parameter tuning and feature selection have been done before starting the evaluation process. The 
estimated precisions and cross-validationcomputation times of K-Fold and F-Hold Cross-Validation methods on 
different K and F values are illustrated in Fig.5 to Fig.13. 

A comparison study of three accuracy estimation methods, hold out, bootstrap, and cross-validation, using C4.5 and 
NB was achieved in [53]. Because the results of that research stated that 10-Fold Cross-Validation is recommended for 
model selection, we will focus first on the accuracy estimates of 10-Fold Cross-Validationand 10-Hold Cross-
Validation in our experiment and then compare the other values. As Fig.5 to Fig. 13 display, both 10-Fold and 10-Hold 
Cross-Validation methods give almost close estimate values and the difference does not exceed 0.1 as in Fig. 8, 
whereas F-Hold Cross-Validationovercomes K-Fold Cross-Validation computation time and the difference reaches to 
18 seconds as in Fig. 10. In general, there is a small discernable differencein accuracy estimates between K-Fold Cross-
Validationand F-Hold Cross-Validation when K and F values are 8, 10 and 15. The difference does not exceed 0.07 as 
in the case of K=8. See Fig.8. However, the computation times of F-Hold Cross-Validation are always less than the 
computation times of K-Fold Cross-Validation. SeeFig.5 to Fig. 13. Therefore, we can use 10-Hold Cross-Validation to 
decrease the computation time while still getting close accuracy estimate values. 
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Fig. 5. Computation times andestimated precisions of K-Fold and F-Hold when DT applies on 2.6% of KDD 

 
 

Fig. 6.Computation times and estimated precisions of K-Fold and F-Hold when NB applies on 2.6% of KDD 

 
 

Fig. 7.Computation times and estimated precisions of K-Fold and F-Hold when LDA applies on 2.6% of KDD 

 
 

Fig. 8. Computation times and estimated precisions of K-Fold and F-Hold when DT applies on KDD 
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Fig. 9. Computation times and estimated precisions of K-Fold and F-Hold when NB applies on KDD 

 
 

Fig. 10. Computation times and estimated precisions of K-Fold and F-Hold when LDA applies on KDD 

 
 

Fig. 11. Computation times and estimated precisions of K-Fold and F-Hold when DT applies on NSL-KDD 

 
 

Fig. 12. Computation times and estimated precisions of K-Fold and F-Hold when NB applies on NSL-KDD 
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Fig. 13. Computation times and estimated precisions of K-Fold and F-Hold when LDA applies on NSL-KDD 

VII. CONCLUSION 
 
Machine learning-based DDoS attack detection methods formulated through the supervised algorithms are 

considered effective DDoS attack defence methods. Thus, applying them in the cloud is a promising solution for 
potential compromisesin cloud services. The results of the comparison study of three supervised machine learning 
classifiers, Naive Bayes, Decision Tree, and Linear Discriminant Analysissuggests that the Decision Tree classifier 
provides better defence against DDoS attacksthan the two other classifiers. Additionally, this research illustrates that 
big train datasets (Approximately four million instances) can fit the classifier more perfectly than small datasets 
(Approximately 130,000 instances). Furthermore, the F-Hold Cross-Validation is proposed as a time-efficient model 
selection method. Further analysis of F-Hold Cross-Validation will be done in the future, and it will be applied on a 
different research area as well. 
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