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ABSTRACT: : Different messages express opinions about products, events and services, political views or even their 
author's emotional state and mood. A basic task in sentiment analysis is classifying the polarity of a given text at the 
sentence, document or feature level whether the expressed opinion in a document, a sentence or an entity aspect is 
positive, negative or neutral. Sentiment analysis captures wide range of human moods, a large majority of studies focus 
on identifying the polarity of a given text that is to automatically identify if a message about a certain topic is positive 
or negative. In order to measure polarity, relative rate of positive and negative affects examined in the feeling 
categories. With this human labelled data, it can be measured the extent to which different sentiment analysis methods 
can accurately predict polarity of content. Polarity analysis used in numerous applications especially for real time 
systems that rely on analysing public opinions or mood fluctuations. 
 
Data is collected from various social sites, from a document words are extracted those expresses emotions, their 
polarity and intensity are extracted which expresses the public wisdom and opinions. It is used in many applications 
like transportation system, Stock Market, Election criteria etc. 
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I. INTRODUCTION 
 

Sentiment analysis is the process of identifying the sentiment about the particular object. Textual information in the 
world can be broadly categorized into two main types: facts and opinions. Facts are objective expressions about 
entities, events and their properties. Opinions are usually subjective expressions that describe peoples sentiments, 
emotions etc [1]. Sentiment means feeling like Attitudes, Emotions, Opinions. It is a Subjective impression, not facts. 
Sentiment analysis is also called as opinion mining. Sentiment analysis is the process of automatically detecting if a 
text contains emotional or opinionated content and determining its polarity research that has received significant 
attention in recent years, both in academia and in industry [2]. The goal of sentiment analysis is typically to determine 
the polarity of a piece of natural language text [3]. Part-of-speech information is very often used effectively in 
sentiment analysis because POS tagging can be used for word sense disambiguation [4]. 
 Microblog sentiment analysis has been a hot research area in recent years. Different important issues are 
studied like identifying whether a post is subjective or objective i.e. subjectivity classification, identifying whether a 
post is positive or negative i.e. polarity classification and recognizing the emotion in a particular post i.e. emotion 
classification [5]. Polarity analysis is the classification of a text document in positive, negative and neutral, ac-cording 
to a certain domain [6]. 
A large majority of studies focus on identifying the polarity of a given text that is to automatically identify if a message 
is positive or negative. Polarity analysis has many applications especially for real time systems that rely on analysing 
public opinions or mood fluctuations [7]. 

Sentiment analysis is one of the feedback mechanisms most used in Twitter data analysis, which provides a 
view about the sentiment expressed in the messages [5]. This sentiment is basically labelled according to the text 
polarity expressing message has a positive, negative or neutral connotation. For companies, this measure helps to 
observe the public and market opinion about itself. This task is named polarity analysis or sentiment polarity. There are 
three basic levels at which subjectivity can be calculated: document level, the sentence level and the aspect level 
Sentiment analysis. [8]. Sentiment analysis at document level consider whole document as a basic unit. Sentiment 
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analysis at sentence level consider sentence as a basic unit. In the aspect level sentiment analysis is done as per aspect of the entity. 
Different entities and their aspect is identified from the sentence. 

Data used for sentiment analysis has a huge volume. Mostly it uses reviews of the product or a particular thing of which we 
want to calculate the sentiment. Various social networking sites are available which allows end to end communication between 
different users of different group of people. Microblogs such as Twitter, Facebook are the popular social media where people 
expresses their feelings, emotions [9]. Twitter sentiment analysis has become a important research topic in recent years. The goal of 
this task is to discover the attitude or opinion of the tweets [10]. Authors of those messages write about their life, share opinions on 
variety of topics and discuss current issues. Users write various Because of a free format of messages and an easy accessibility of 
microblogging platforms, Internet users tend to shift from traditional communication tools to microblogging services. As more and 
more users post about products and services they use, or express their political and religious views, microblogging websites become 
valuable sources of peoples opinions and sentiments. Such data can be efficiently used for marketing or social studies [11]. 
Sentiment analysis over microblogs like twitter faces several new challenges due to the typical short length and irregular structure of 
content. First direction is concerned with finding new methods to run such analysis, such as performing sentiment label propagation 
on Twitter follower graphs, and employing social relations for user-level sentiment analysis. The second direction is focused on 
identifying new sets of features to add to the trained model for sentiment identification, such as microblogging features including 
hashtags, emoticons etc. ,this can be done by finding semantic similarity [12]. 

People who exchange messages via e-mail and chat often use symbols for faces called as emoticons. Emoticons play an 
important role in identifying the emotion of sentence [13]. Use of emoticons in online conversation improve machine understanding 
of language used online, and contribute to the creation of more natural human-machine interfaces [14]. 

Figure 1 is the block diagram of system that gives the idea how the sentiment polarity is obtained; the input is read in the 
form of raw text which is converted into an array of sentences using Natural language Toolkit sentence tokenizer [15]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1: System design for Sentence Level Sentiment Calculation [15] 
 

Sentiment analysis is used in various domains so to increase the pro t, strategy by knowing the people opinion about a particular 
product, event and social information. It is used in Business, Politics, Public Actions, Finance etc [16]. 

 
II. MAIN APPROACHES OF SENTIMENT ANALYSIS 

 
In Broadly, there exist two types of methods for sentiment analysis: machine-learning-based and lexical-based. 
Machine learning methods often rely on supervised Classification approaches, where sentiment detection is framed as a 
binary (i.e., positive or negative). This approach requires labelled data to train classifiers. While one advantage of 
learning-based methods is their ability to adapt and create trained models for specific purposes and contexts. On the other hand, 
lexical-based methods make use of a predefined list of words, where each word is associated with a specific sentiment [17]. 

In Microblog sentiment analysis different important classification of post is done like subjectivity classification, polarity 
classification, emotion classification. It is assumed in general that the document being considered contains subjective information, 
such as in product reviews and feedback forms. Opinion orientation can be classified as belonging to opposing positive or negative 
polarities : positive or negative feedback about a product, favourable or unfavourable opinions on a topic or ranked according to a 
spectrum of possible opinions, for example on lm reviews with feedback ranging from one to five stars. Polarity analysis is a part of 
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sentiment analysis. Approaches to develop the polarity analysis are same as that of sentiment analysis. It is mainly classified as 
Machine learning and Lexicon based learning. The categorization is as shown in figure 2 Sentiment Analysis Approaches. 

 
Machine Learning Approach: 

 
Machine learning is one of the type of artificial intelligence. Due to it computer learned with-out being explicitly programmed. 
Machine learning approach uses the data to determine the patterns within the user's data and adjust the program actions accordingly 
[8]. 

Machine learning approach relies on the famous ML algorithms to solve the SA as a regular text classification problem that 
makes use of syntactic and/or linguistic features. Machine learning approach again categorized as follows: 

1. Supervised algorithms 
2. Unsupervised algorithms 

 
Supervised is used to apply what has been learned in the past to new data. The supervised learning methods depend on the 

existence of labeled training documents [18]. In supervised learning, given a data set and already know what our correct output 
should look like, having the idea that there is a relationship between the input and the output. 
 
Supervised learning problems are categorized into as follows: 
 

a. Regression problems 
b. Classification problems 

 
In a regression problem, results are predicted within a continuous output, that mean input variables are mapped to some continuous 
function. In a Classification  problem, Results are predicted discrete output. In other words, input variables are mapped into discrete 
categories. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Sentiment Analysis Approaches [8] 
 

Example: 
 
Given data about the size of houses on the real estate market, try to predict their price. Price as a function of size is a 
continuous output, so this is a regression problem. 
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This example could turn into a Classification problem by instead making our output about whether the house “sells for 
more or less than the asking price." the houses based on price are classified into two discrete categories. 

Unsupervised algorithms can draw conclusions from datasets. Unsupervised learning, on the other hand, allows us 
to approach problems with little or no idea what our results should look like. Structure is derived from data where the 
effect of the variables is not known. Structure is derived by clustering the data based on relationships among the 
variables in the data. With unsupervised learning there is no feedback based on the prediction results, i.e., there is no 
teacher to correct you. It’s not just about clustering. For example, associative memory is unsupervised learning. 
 
Example : Facebook's News Feed uses machine learning approach to personalize each member's feed. 
 

Lexicon Based Approach : 
 
Lexicon based approach extracts the sentiments from the text. The process of assigning a positive or negative label to a 
text that detects the text's opinion towards its main subject matter. This technique is based on assumption that polarity 
of the document or sentence is sum of polarity of individual words or phrases. Lexicon Based Approach is again 
categorized as Dictionary-based and Corpus based approach [8]. 
 
The lexicon-based approach calculates orientation for a document from the semantic orientation of words or phrases in 
the document [19]. 
 
The dictionary is the domain specific i.e. Polarity of the words are set according to a specific domain like political 
blogs, book reviews etc. 

 
The corpus based approach begins with a basic list of opinion words and then find the other opinion words in a large 
corpus to help in finding the opinion words with context specific orientations. E.g. extract sentiments from Twitter data 
to know products review. 

The hybrid Approach combines both approaches and is very common with sentiment lexicons playing a key role 
in the majority of methods. Hybrid approaches to affective computing and sentiment analysis, finally, exploit both 
knowledge-based techniques and statistical methods to perform tasks such as emotion recognition and polarity 
detection from text or multimodal data. 

 
III. RELATED WORK 

 
Sentiment analysis has been applied in various areas, knowing the public opinion about particular thing and work 
accordingly for our product is the approach followed by various owners. Intelligent transportation systems (ITSs) have 
stringent requirements of safety, efficiency, and information exchange. Author CAO et al proposed the traffic sentiment 
analysis (TSA) as a new tool for all these requirements, which provides a new prospective for modern ITSs [20]. 
Classification of information is important in the finance domain, where news about a company can affect the 
performance of its stocks [21]. 
 

In Sentiment analysis data is divided into multiple chunks, the preprocessing is done. Stop wards removals, 
converting the local words into standards, URLs removal all comes under preprocessing part. Then Classification is 
done using existing data on the new data.            

 
IV.  IDENTIFIED FUTURE SCOPE 

 
Future works include the establishing Classification priorities by automatic assignment of weights to words and 

emoticons. Sentiment analysis in other than English language is a growing field due to lack of resources and 
researchers interest. Eliminating the manual work of assigning label to known data and more accurately assigning label 
is also a open research work. 

.     
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V. CONCLUSION 
 

Sentiment Analysis is a challenging task considering the volume of messages and speed of new message generation 
about the particular subject. Messages do not have polarity assigned with it and manually assigning the polarity to each 
message is a tedious task. 
 

Text with emoticons in messages prompt the emotions more impact fully and help in faster sentiment calculation. So 
there could be automated task of polarity Classification of tweets. For that it is necessary to label known messages to 
train the classifier. This labelling task is very time consuming and thus might result in error. Various approaches work 
effectively to develop sentiment calculation tool as per requirement of the particular domain or business.     
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