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ABSTRACT: The phenomenon of Fake news is experiencing a rapid and growing progress with the evolution of the 

means of communication and Social media. Fake news detection is an emerging research area which is gaining big 

interest. It faces however some challenges due to the limited resources such as datasets and processing and analyzing 

techniques. In this work, we propose a system for Fake news detection that uses machine learning techniques. We used 

term frequency-inverse document frequency (TF-IDF) of bag of words and n-grams as feature extraction technique, and 

Support Vector Machine (SVM) as a classifier. We propose also a dataset of fake and true news to train the proposed 

system. Obtained results show the efficiency of the system. In this work, we propose a system for Fake news detection 

that uses machine learning techniques. We used term frequency-inverse document frequency (TF-IDF) of bag of words 

and n-grams as feature extraction technique, and Support Vector Machine (SVM) as a classifier. We propose also a 

dataset of fake and true news to train the proposed system. Obtained results show the efficiency of the system. 
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I. INTRODUCTION 
 

The importance of disinformation within American political discourse was the subject of weighty attention, particularly 

following the American president election. The term 'fake news' became common parlance for the issue, particularly to 

describe factually incorrect and misleading articles published mostly for the purpose of making money through page 

views. In this paper, it is seemed to produce a model that can accurately predict the likelihood that a given article is 

fake news.  

 

Facebook has been at the epicentre of much critique following media attention. They have already implemented a 

feature to flag fake news on the site when a user sees’ it; they have also said publicly they are working on to distinguish 

these articles in an automated way. Certainly, it is not an easy task. A given algorithm must be politically unbiased – 

since fake news exists on both ends of the spectrum – and also give equal balance to legitimate news sources on either 

end of the spectrum.  

 

In addition, the question of legitimacy is a difficult one. However, in order to solve this problem, it is necessary to have 

an understanding on what Fake News. 

 

II. RELATED WORK 
 

In general, the goal is profiting through clickbait’s. Clickbait’s lure users and entice curiosity with flashy headlines or 

designs to click links to increase advertisements revenues. This exposition analyzes the prevalence of fake news in light 

of the advances in communication made possible by the emergence of social networking sites. The purpose of the work 

is to come up with a solution that can be utilized by users to detect and filter out sites containing false and misleading 

information. We use simple and carefully selected features of the title and post to accurately identify fake posts. The 

experimental results show a 99.4% accuracy using logistic classifier. 

 

The problem of automatic detection of fake news in social media, e.g., on Twitter, has recently drawn some attention. 

Although, from a technical perspective, it can be regarded as a straight-forward, binary classification problem, and the 
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major challenge is the collection of large enough training corpora, since manual annotation of tweets as fake or non-

fake news is an expensive and tedious endeavour? In this paper, we discuss a weakly supervised approach, which 

automatically collects a large-scale, but very noisy training dataset comprising hundreds of thousands of tweets. During 

collection, we automatically label tweets by their source, i.e., trustworthy or untrustworthy source, and train a classifier 

on this dataset. 

 

The proliferation and rapid diffusion of fake news on the Internet highlight the need of automatic hoax detection 

systems. In the context of social networks, machine learning (ML) methods can be used for this purpose. Fake news 

detection strategies are traditionally either based on content analysis (i.e. analysing the content of the news) or - more 

recently - on social context models, such as mapping the news‟ diffusion pattern. In this paper, we first propose a novel 
ML fake news detection method which, by combining news content and social context features, outperforms existing 

methods in the literature, increasing their already high accuracy by up to 4.8%. Second, we implement our method 

within a Facebook Messenger chatbot and validate it with a real-world application, obtaining a fake news detection 

accuracy of 81.7%. 

 

III. PROPOSED SYSTEM 
 

A. Hardware Requirements: 

 System - Pentium-IV  

 Speed - 2.4GHZ  

 Hard disk - 40GB  

 Monitor - 15VGA color  

 RAM - 512MB  

 

B. Software Requirements: 

 Operating System - Windows XP  

 Coding language - PYTHON 

 

C. Description of the  Proposed Algorithm: 

In this paper a model is build based on the count vectorizer or a tfidf matrix ( i.e ) word tallies relatives to how often 

they are used in other articles in your dataset ) can help . Since this problem is a kind of text classification, 

implementing a Naive Bayes classifier will be best as this is standard for text-based processing. The actual goal is in 

developing a model which was the text transformation (count vectorizer vs tfidf vectorizer) and choosing which type of 

text to use (headlines vs full text).  

 

Now the next step is to extract the most optimal features for count vectorizer or tfidf-vectorizer, this is done by using a 

n-number of the most used words, and/or phrases, lower casing or not, mainly removing the stop words which are 

common words such as “the”, “when”, and “there” and only using those words that appear at least a given number of 

times in a given text dataset. next step is to extract the most optimal features for count vectorizer or tfidf-vectorizer, this 

is done by using a n-number of the most used words, and/or phrases, lower casing or not, mainly removing the stop 

words which are common words such as “the”, “when”, and “there” and only using those words that appear at least a 

given number of times in a given text dataset. 

 

IV. ALGORITHM 
 

1. Naive Bayes one of supervised learning algorithm based on probabilistic classification technique. 

 It is a powerful and fast algorithm for predictive modelling. 

 In this project, I have used the Multinomial Naive Bayes Classifier. 

 

2. Support Vector Machine- SVM 

 SVM‟s are a set of supervised learning methods used for classification, and regression. 
 Effective in high dimensional spaces. 
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 Uses a subset of training points in the support vector, so it is also memory efficient. 

 

3. Logistic Regression 

 Linear model for classification rather than regression. 

 The expected values of the response variable are modeled based on combination of values taken by the predictors     

The most up-to-date and current source code, binaries, documentation, news, etc., is available on the official website of 

Python https://www.python.org.  

 

Windows Installation  

 Here are the steps to install Python on Windows machine.  

Step 1: Open a Web browser and go to https://www.python.org/downloads/. 

Step 2: Follow the link for the Windows installer python-XYZ.msifile where XYZ is the version you need to install.  

Step 3: To use this installer python-XYZ.msi, the Windows system must support Microsoft Installer 2.0. Save the 

installer file to your local machine and then run it to find out if your machine supports MSI.  

Step 4: Run the downloaded file. This brings up the Python install wizard, which is really easy to use. Just accept the 

default settings, wait until the install is finished, and you are done.  

The Python language has many similarities to Perl, C, and Java. However, there are some definite differences between 

the languages. 

 

V. SIMULATION RESULTS 
 

Flask is a web application framework written in Python. Armin Ronacher, who leads an international group of Python 

enthusiasts named Pocco, develops it. Flask is based on Werkzeug WSGI toolkit and Jinja2 template engine. Both are 

Pocco projects. Http protocol is the foundation of data communication in World Wide Web. Different methods of data 

retrieval from specified URL are defined in this protocol.  

 

The following table summarizes different http methods − 

 

 
                                Fig.1. Login page                                                                       Fig.2. Dashboard 

       
VI. CONCLUSION AND FUTURE WORK 

 

Many people consume news from social media instead of traditional news media. However, social media has   also 

been used to spread fake news, which has negative impacts on individual people and society. In this paper, an 

innovative model for fake news detection using machine learning algorithms has been presented. This model takes 

news events as an input and based on twitter reviews and classification algorithms it predicts the percentage of news 

being fake or real. 
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The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan for the 

project and some cost estimates. During system analysis the feasibility study of the proposed system is to be carried 

out. This is to ensure that the proposed system is not a burden to the company. For feasibility analysis, some 

understanding of the major requirements for the system is essential. This study is carried out to check the economic 

impact that the system will have on the organization. The amount of fund that the company can pour into the research 

and development of the system is limited. The expenditures must be justified. Thus the developed system as well within 

the budget and this was achieved because most of the technologies used are freely available. Only the customized 

products had to be purchased.  
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