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ABSTRACT: Images have a greatest importance in computer vision. Query image search based on visual similarities 
has been lively topic of research in recent years. Increasing use of images on the internet, there is a robust need to 
develop techniques for efficient and scalable image search. Usually hashing methods are used to embed high 
dimensional image features into Hamming space, where search can be performed in real-time based on Hamming 
distance of compact hash codes. There are large numbers of images sharing same hamming distances to a query image, 
so that fine-grained ranking is very important.  This paper proposed query adaptive image retrieval system to retrieve 
image with equal hamming distance to the query. This is achieved by firstly extracting the features of an individual   
image and then features are embedded into hash codes and store in a database. Query adaptive weights are then 
calculated by evaluating the proximity between a query and the semantic concept classes. In this system images are 
represented using the popular bag-of-visual words (BOW) framework, local invariant image descriptors are extracted 
and quantized as per a set of visual words. By using Flicker image dataset for experiments, it shows clear improvement 
from our proposed approach. 
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I. INTRODUCTION 
 

With the wide range of images on the Internet, there is a strong need to develop techniques for efficient and scalable 
image search. While traditional image search engines heavily rely on textual words related to the images, scalable 
content-based search is receiving increasing attention. Apart from providing better image search experience for 
ordinary Web users, large-scale similar image search has also been demonstrated to be very helpful for solving a 
number of very hard problems in computer vision and multimedia such as image classification [1]. 

 
  Generally a large-scale image search system consists of two Parts an effective image feature representation and an 
efficient search mechanism. We know that the quality of search results relies heavily on the representation power of 
image features. After that, an efficient search mechanism, is critical since existing image features are mostly of high 
dimensions and current image databases are huge, on top of which exhaustively comparing a query with every database 
sample is computationally prohibitive. 
 
    In this paper we represent images using the popular bag-of- visual-words (BoW) framework [6], where local 
invariant image descriptors (e.g., SIFT [2]) are extracted and quantized based on a set of visual words. The BoW visual 
features are then embedded into compact hash codes for efficient search. For this, we consider one of the most well-
known hashing methods is Locality Sensitive Hashing (LSH). Hashing is preferable over tree-based indexing structures 
(e.g., kd-tree [7]) because it generally requires greatly reduced memory and also works better for high-dimensional 
samples. With the hash codes, image similarity can be efficiently measured (using logical XOR operations)  in 
Hamming space by Hamming distance, an integer value obtained by counting the number of bits at which the binary 
values are different. In large scale application hamming space should be set as small number. 
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The main contribution of this paper is to computes query-adaptive weights for each bit of the hash codes. To this end, 
we collect a set of semantic concept classes that cover many semantic aspects of image content (e.g., scenes and 
objects). Bitwise weights for each of the semantic classes are learned offline using a novel formulation that maximizes 
intra-class sample similarities and stores inter-class relationships. We show that the optimal weights can be computed 
by iteratively solving quadratic programming problems. These pre-computed class-specific bitwise weights are then 
utilized for online computation of the query-adaptive weights, through rapidly evaluating the similarities of a query 
image to the image samples of the semantic classes. After that, weighted Hamming distance is applied to evaluate 
similarities between the query and images in a target database. This weighted distance is known as query-adaptive 
Hamming distance. We observe that during online search it is unnecessary to compute the weighted Hamming distance 
based on real-valued vectors (weights imposed on the hash codes), which would bury one of the most important 
advantages of hashing.  

 
Fig. 1. Search result lists in a Flicker image dataset, using a “sunset scene” query image (left). Top and bottom rows 
respectively show the most similar images based on traditional Hamming distance and our proposed query-adaptive 

weighted Hamming distance. It can be clearly seen that our method produces more relevant result by ranking images at 
a finer resolution. Note that the proposed method does not permute images with exactly the same code to the query 

(three images in total for this query), i.e., Hamming distance = 0. This figure is best viewed in color. 
 
    Figure 1 shows search results of a query from a Flicker image dataset. We see that the proposed approach gives 
clearly better result (bottom row) by ordering images with Hamming distance 1 to the query. observe that in most cases 
there is typically a very small number, if not zero, of images with Hamming distance 0 to search queries , as there is 
only one hash code satisfying this condition  ( ܿௗ 

  , I > 0). 
 

II. LITERATURE REVIEW 
  
 There are very good literature surveys on general image retrieval task. Smeulders et al. [8]  and  Datta et al. [9] for 
work from the past decade. Many people extracts simple features such as color and texture in systems developed in the 
early years , while more effective features such as GIST [10] and SIFT [2] have been popular recent years . In this 
work, we choose the popular bag-of-visual-words (BoW) [6] representation based on the local invariant SIFT features. 
This feature representation is efficient for image search as in various applications. Since the work in this paper is more 
related to efficient search, mainly reviews existing works on efficient search mechanisms, which are roughly divided 
into three categories: inverted file, tree-based indexing, and hashing.  
2.1 Inverted file 
  Inverted index is very popular for document retrieval in the informational retrieval community. Inverted index was a 
initially proposed mechanism. In inverted index, a list of references to each document (image) for each text (visual) 
word is created so that relevant documents (images) can be quickly located given a query with several words. A main 
difference of document retrieval from visual search, however, is that the textual queries usually contain very few 
words. In Google web search, on average there are merely 4 words per query. While in the Bow representation, a single 
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image may contain hundreds of visual words, resulting in a large number of candidate images (from the inverted lists) 
that need further verification—a process that is usually based on similarities of the original Bow features. This largely 
limits the application of inverted files for large scale image search. While increasing visual vocabulary size in Bow can 
reduce the number of candidates, it will also significantly increase memory usage. For example, indexing 1 million 
Bow features of 10,000 dimensions will need 1GB memory with a compressed version of the inverted file. for the 
binary representation in hashing methods, the memory consumption is much lower (e.g., 48MB for 1 million 48-bit 
hash codes). 
2.2 Treebased indexing 
  Indexing with tree-like structures [7], has been frequently applied to fast visual search. Nister and Stewenius [11] used 
a visual vocabulary tree to achieve real-time object retrieval in 40,000 images. Muja and Lowe [12] adopted multiple 
randomized kd-trees [7] for SIFT feature matching in image applications. One disadvantage of the classical tree-based 
methods is that they normally do not work well with high-dimensional feature. For example, let the dimensionality be d 
and the number of samples be n, by rule n ≫ 2ௗ in order to have kd-tree working more efficiently than exhaustive 
search. There are also several works focusing on improving tree-based approaches for large-scale search , where 
promising image search performance has been reported. Compared with these methods, hashing has a major advantage 
in speed since it allows constant-time search. 
2.3 Hashing  
 In review of the limitations of both   inverted file and tree-based indexing, embedding high-dimensional image features 
into hash codes has become very popular recently. Hashing satisfies both query time and memory requirements as the 
binary hash codes are compact in memory and efficient in search via hash table lookup or bitwise operations. Hashing 
methods normally use a group of projections to divide an input space into multiple buckets such that similar images are 
likely to be mapped into the same bucket. 

 
III. PROPOSED SYSTEM 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2   Block diagram of proposed hashing based query adaptive image search system. 
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     In this system there are two images taken as a input to the system. First is query image which is to be search and 
another is image from a dataset. Here we represent images using the popular bag-of-visual-words (Bow) model [6], 
where local invariant image descriptors (e.g., SIFT [2]) are extracted and quantized based on a set of visual words. The 
Bow feature vectors are then embedded into compact hash codes for efficient search and store in a feature database. 
Query image feature vectors and image dataset feature vectors store in database are compare. This process usually 
called similarity matching and calculating the hamming distance in a hamming space. Similarity of two images depends 
on the distance in feature space between the feature points defined by the vectors. We called this distance as a query 
adaptive hamming distance. Shorter the distance between two points, the images are similar. Finally, it retrieves image 
which is similar. 
 
 Bow model 
  The bag-of-words model (BoW model)[6] is used for image classification, by treating image features as words.  Bow 
create a visual words, or bag of features, by extracting feature descriptor from representative image of each class. Here 
we use a famous descriptor is scale invariant feature transform (SIFT). SIFT converts each patch to 128-dimensional 
vector. Each image is a collection of vectors of the same dimension (128 for SIFT. The BoW model is then convert 
vector represented patches to "codeword”, which also produces a "codebook". A codeword can be considered as a 
representative of no. of similar patches. By performing k-means clustering [13] over all the vectors, we get Codeword 
defined as the clusters. The number of the clusters is the codebook size .Finally, each patch in an image is mapped to a 
certain codeword through the clustering process and the image can be represented by the histogram of the codeword. 
 
  Hashing techniques 
  There are two hashing techniques adopted semi-supervised hashing [4] and semantic hashing with deep belief 
networks [6] Review from paper most of the existing hashing techniques are unsupervised. Among them, one of the 
most known hashing methods is Locality Sensitive Hashing (LSH) [4]. Recently, Kulis and Grauman [14] extended 
LSH to work in arbitrary kernel space, and Chum et al. [15] proposed min-Hashing to extend LSH for sets of features.  
Weiss et l. [16] proposed a spectral hashing (SH) method that hashes the input space depend on data distribution. SH 
also ensures that the projections are orthogonal and sample number is balanced over different buckets. 
 
  Although SH can achieve similar or even better performance than LSH with a fewer number of bits, it is important to 
view that these unsupervised hashing techniques are not robust enough for similar image search. The fact is that 
similarity in image search is not simply equivalent to the proximity of low-level visual features, but is more related to 
high-level image semantics (e.g., objects and scenes). Several supervised methods have been proposed to learn hash 
functions by minimizing reconstruction error between original feature distances and Hamming distances of hash codes. 
By replacing the original feature distances with semantic similarities, this method can be applied for supervised 
learning of hash functions. 
 

IV. QUERY-ADAPTIVE SEARCH 
 
  Hashing based, scalable image search can be performed in Hamming space using Hamming distance. Hamming 
distance can be defined as distance between two hash codes where total number of bits at which the binary values are 
different.  In this paper, we propose to learn query adaptive weights [5] for each bit of the hash codes, so that images 
with the same Hamming distance to the query can be ordered in a finer resolution. Specific indices/locations of the bits 
with different values are not considered. For example, given three hash codes P = 1100, Q = 1111, and R = 0000, the 
Hamming distance of P and Q  is equal to that of P and R, regardless of the fact that R differs from P in the first two 
bits while Q differs in the last two bits. Due to this nature of the Hamming distance, practically there can be hundreds 
or even thousands of samples sharing the same distance to a query. Going back to the example, suppose we knew that 
the first two bits are more important (discriminative) for P, then Q should be ranked higher than R if P was the query.  

 
V. CONCLUSION 

 
 In this paper, we have reviewed a novel framework for query adaptive image search. By collecting a large set of 
predefined semantic concept classes, our approach is able to predict query-adaptive bitwise weights of hash codes in 
real-time, with which search results can be rapidly ranked by weighted Hamming distance at finer-grained hash code 
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level. In this system BOW model is used for image classification, SIFT extracts the features and then embedded in to 
compact hash code for efficient search. We computes query adaptive image weights for each bit of hash code.  Each 
hash code has unique similarity to query. This system proposes a means to rank images at a finer resolution. This 
system is useful in hospitals, multimedia, web search etc. 
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