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ABSTRACT: A discrete Hartley transform (DHT) algorithm can be efficiently implemented on a highly modular and 
parallel architecture having a regular structure is consisting of multiplier and adder. Discrete Hartley Transform (DHT) 
is one of the transform used for converting data in time domain into frequency domain using only real values. Many 
technologies have been investigated so far to reduce delay and area of the DHT system. This paper presents a 
comprehensive review of maximum combinational path delay (MCPD) and number of slice count of discrete Hartley 
transform.  
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I. INTRODUCTION 
 

Digital signal processing (DSP) includes processing of data in various domains based on their applications.DSP has 
vast applications in various fields such as space, medical, commercial, industrial and scientific [1]. Each requires 
processing of vast data for collecting useful information. Transform is a technique used in DSP for converting one form 
of data in another. A family of transform is available in DSP for data processing .Fourier analysis one of the oldest 
technique used in this family [2]. Fourier analysis is named after Jean baptiste joseph Fourier (1768-1830) a French 
mathematician and physicist. It was used for periodic continuous signals. Fourier series is a technique which 
decomposes a signal in time domain into a no. of sine and cosine waves in frequency domain. But it was not applicable 
for non-periodic signals. Then came Fourier transform into existence which removes the drawback of Fourier series and 
thus can be used for non-periodic continuous signals [3]. Fourier transform is a mathematical tool using integrals. But 
Fourier transform is not suitable for non-stationary signals. Since both transforms are not applicable for discrete 
signals, so there is a need for new transform for discrete signals. Discrete time Fourier transform (DTFT) is used for 
signals that extend from positive to negative infinity but are not periodic. DTFT is not used for periodic discrete signals 
so discrete Fourier transform (DFT) can into existence. DFT is a discrete numerical equivalent of FT using summation 
instead of integrals. DFT is used for signals that repeat themselves in periodic fashion extending from positive to 
negative infinity. FFT is improvement of DFT in which computation has becomes faster [4]. 
All the family members of Fourier till now works on complex values which requires large storage space and 
computationally complex in nature. So, now comes a new member of transform called Discrete Hartley transform 
(DHT) which converts real values into real values. Therefore, it needs lesser storage space and less computational 
complexity.  
There has been an expected rapidly growing interest in, and development of, secure communication techniques in 
relation to the activities of military services, banking systems and other systems where degree of secured speech signal 
transmission plays a major role. Scrambling is used to keep the secrecy of speech signal over unauthorized listeners. It 
is simply disordering of the speech signal so that it is no longer intelligible. The original speech signal can be recovered 
by the intended receiver through appropriate descrambling technique. Among speech scramblers, analog speech 
scramblers are considered due to their wide applicability. The scrambling techniques could be classified as time-
domain and frequency-domain scrambling. In time-domain scrambling, speech signals are divided into small time 
interval units and these units are permuted [5].As these units could be as small as just one sample, scrambling results in 
bandwidth expansion. This can lead to loss of signal out of band of the channel and thereby degrading the speech 
quality.  In frequency-domain scrambling, speech signals are separated into several subbands and these subbands are 
then permuted. It ensures the original bandwidth is kept unchanged. In the frequency- domain, the first algorithms used 
were based on Fast Fourier Transform (FFT) technique, where the FFT coefficients are permuted frame to frame [6]. 
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Techniques based on Discrete Cosine Transform [7], Hadamard Transform [8], Wavelet Transform [9], Principal 
Component Analysis [10] etc have also been subject of studies.   
The paper is organized as follows: Section II presents the discrete Hartley transform System Model, section III presents 
the Challenges and issues, section IV presents Literature review, Results and discussions are provided in Section V. 
Finally, in section VI conclusions are summarized. 
 

II. SYSTEM MODEL 
 

Discrete Hartley Transform is abbreviated for DHT and this transform was proposed by R. V. L. Hartley in 1942. DHT 
is the analogous to Fast Fourier transform which provides the only real value at any cost.  The main difference from the 
DFT is that it transforms the real inputs to real outputs with no intrinsic involvement of complex value. DFT can be 
used to compute the DHT, and vice versa.  
 
 
 
 
 
 
 
In other words, Discrete Hartley transform is used to convert real values into real ones. It requires decomposition of 
data into stages using butterfly similar to FFT. But the butterfly used in DHT is quite different in terms of coefficients 
or multipliers. With the increase in number of DHT sequence length the number of coefficients is also increased 
simultaneously.  
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 ALGORITHM FOR 16 POINT DHT-  
We present an implementation of fast DHT algorithm for a length N=1. There are six stages required to complete the 
butterfly design of N=16 length DHT.  

 
 
These stages include summing stages and coefficient multiplying stages. Before first stage the data sequence are 
arranged in bit reversed pattern by using any method like permutation. Then in the first stage the pairs of bit reversed 
patterns are added to form eight terms. In the second stage, one third of the terms are again added and subtracted to 
form further three terms. 

Figure 2: 16-point DHT Butterfly 

DHT 
Real Inputs Real Outputs 

Figure 1: Block Diagram of DHT 
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First two stages do not include any multiplication. Remaining terms are multiplied by the first coefficient. In the next 
stage again two new coefficients are introduced which is multiplied by the lower half of the third stage. In each stage 
multiplying of coefficients stage precedes its summing stage. After coefficient multiplication it is preceded by its 
summing stage to form the common terms used in the final stage. Last stage includes only summing of terms. Finally 
we get the transformed data sequence in order and do not need any permutation. 
 

III. CHALLENGES AND ISSUES 
 

Novel Structures for Cyclic Convolution Using Improved First-Order Moment Algorithm This paper first presented a 
decomposition scheme to reduce the computation time and make the first-order moment-based cyclic convolution well 
suited for hardware implementation. By decomposing the fixed convolution kernel into similar subparts and using their 
preprocessing results as control signals, each subpart of cyclic convolution can be calculated with a basic computing 
substructure [11]. A Factorization Scheme for Some Discrete Hartley Transform Matrices. Discrete transforms such as 
the discrete Fourier transform (DFT) and the discrete Hartley transform (DHT) are important tools in numerical 
analysis, signal processing, and statistical methods. The successful application of transform techniques relies on the 
existence of efficient fast transforms [12]. Features extraction based on the discrete hartley transform for closed 
contour. In this paper the authors proposed a new closed contour descriptor that could be seen as a Feature Extractor of 
closed contours based on the Discrete Hartley Transform (DHT), its main characteristic is that uses only half of the 
coefficients required by Elliptical Fourier Descriptors (EFD) to obtain a contour approximation with similar error 
measure [13]. Discrete transforms such as the discrete Fourier transform (DFT) and the discrete Hartley transform 
(DHT) are important tools in numerical analysis, signal processing, and statistical methods. The successful application 
of transform techniques relies on the existence of efficient fast transforms. So, there is a strong need of algorithm for 
DHT which reduces delay and complexity as well as area. 
3.1 Urdhwa Multiplier 
Vedic mathematics is an ancient fast calculation mathematics technique which is taken from historical ancient book of 
wisdom. Vedic mathematics is an ancient Vedic mathematics which provides the unique technique of mental 
calculation with the help of simple rules and principles.  Swami Bharati Krishna Tirtha (1884-1960), former Jagadguru 
Sankaracharya of Puri culled set of 16 Sutras (aphorisms) and 13 Sub - Sutras (corollaries) from the Atharva Veda. He 
developed methods and techniques for amplifying the principles contained in the formulas and their sub-formulas, and 
called it Vedic Mathematics. According to him, there has been considerable literature on Mathematics in the Veda-
sakhas. 
We have presented three designs for Urdhwa multiplier. These three designs vary in terms of 5:3 compressor designs. 
First design uses the simple 5:3 compressor which uses two full adders. Second design uses four XOR gates and two 
multiplexers (2×1). Third design of 5:3 compressors is two XOR-XNOR gates and four multiplexers (2×1). First design 
of 5:3 compressors is simplest one, but more delay. Next design has lesser delay as compared to the first design at the 
cost of higher complexity. But the last which is our proposed design has least amount of delay but has greatest 
complexity and occupies maximum space among all of them.  
 5:3 Compressor 
To add binary numbers with minimal carry propagation we use compressor adder instead of other adder. Compressor is 
a digital modern circuit which is used for high speed with minimum gates requires designing technique. This 
compressor becomes the essential tool for fast multiplication adding technique by keeping an eye on fast processor and 
lesser area. 
 
 
 
 
 
 
 
 
 
 
 

Cout 

Carry     Sum 

Cin 5:3 

 X1     X2   X3  X4 

Figure 3: Block Diagram of 5:3 Compressors 
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5:3 compressors are capable of adding 4 bits and one carry, in turn producing a 3 bit output. The 5:3 compressors has 4 
inputs X1, X2, X3 and X4 and 2 outputs Sum and Carry along with a Carry-in (Cin) and a Carry-out (Cout) as shown in 
Figure 1. The input Cin is the output from the previous lower significant compressor.  
 
A. DELAY AND AREA CALCULATE 
The delay and area (cost) evaluation methodology considers all logic gates is consist of AND, OR, and Inverter (AOI), 
each having delay equal to 1 unit and area equal to 1 unit. The delay evaluation methodology adds up the number of 
gates in the longest path of a logic block that contributes to the maximum delay. The area evaluation is done by 
counting the total number of AOI gates required for each logic block. 
 

Table 1: Delay and Area Count of the Basic Blocks of DHT 
Adder Blocks Delay Area 

AND Gate 1 1 
OR Gate 1 1 

NOT Gate 1 1 
XOR Gate 3 5 

XNOR Gate 3 5 
2:1 MUX 3 4 

Half Adder 3 6 
Full Adder 6 13 

 
VI. LITERATURE REVIEW 

 
In Shirali Parsai et.al. [1], performance Comparison of Multi-resolution Wavelet Transforms to Hybrid Transforms 
for Image Compression, this paper proposed multi-resolution based image compression method. Wavelets have ability 
to analyze the signal at different resolutions to give different levels of details in the image. This property has been used 
in image compression and performance is compared with hybrid transform and hybrid wavelets generated using 
respective component transforms. Kekre transform (DKT) is paired with Hartley transform, Discrete Sine Transform 
and Real Fourier Transform to obtain respective hybrid wavelet transforms. Experiments showed that DKT-Real DFT 
gives better image compression than DKT-Hartley and DKT-DST pair.  
In Doru Florin Chiper et.al. [2], study on Underwater Navigation System Using Discrete Hartley Transform 
Unscented Kalman Filter for Attitude Estimation. To reduce the attitude estimate error and improve the calculation 
efficiency for navigation system applied to underwater glider; this paper proposed the discrete Hartley transform 
unscented Kalman filter (DUKF) utilizing inertial measuring units (IMUs).  
In Sushma R. Huddar et.al. [3], the use of Hartley transform to solve the integral equation of convolution type. The 
authors have presented the new formula provided for the solution of the integral equation of convolution type in the 
Hartley basis. The advantage of discrete Hartley transform compared to the DFT is proved and illustrated. The results 
of the simulation and computational efficiency evaluation of the algorithms are presented. 
In S. S. Kerur et.al. [4], novel Structures for Cyclic Convolution Using Improved First-Order Moment Algorithm This 
paper first presented a decomposition scheme to reduce the computation time and make the first-order moment-based 
cyclic convolution well suited for hardware implementation. By decomposing the fixed convolution kernel into similar 
subparts and using their preprocessing results as control signals, each subpart of cyclic convolution can be calculated 
with a basic computing substructure. Due to the flexibility of decomposition, a trade-off between computation time and 
hardware complexity exists. Comparisons in terms of area-delay product, area-time product and power consumption 
with the existing memory-based structures have been made to demonstrate the efficiency and effectiveness of the 
proposed structures. Using the same metrics, the comparison results further show significant improvement of the 
proposed designs over the previous first-order moment-based structure.  
In Jagadguru Swami et.al. [5], a Factorization Scheme for Some Discrete Hartley Transform Matrices. Discrete 
transforms such as the discrete Fourier transform (DFT) and the discrete Hartley transform (DHT) are important tools 
in numerical analysis, signal processing, and statistical methods. The successful application of transform techniques 
relies on the existence of efficient fast transforms. In this paper some fast algorithms are derived. The theoretical lower 
bounds on the multiplicative complexity for the DFT/DHT are achieved. The approach is based on the factorization of 
DHT matrices.  
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TABLE II: Comparisons Result for 8-point Discrete Hartley Transform (DHT) with word length 16. 

 
VII. CONCLUSION 

 
DHT is a new transform used for real value to real value conversion. Urdhwa Triyambakam is an ancient technique for 
multiplication. DHT is used in various fields such as image processing, space science, scientific applications etc. Delay 
provided and area required by hardware are the two key factors which are need to be consider. Here we present DHT 
with 8×8 Urdhwa multiplier by using full adder, OR and XNOR gates in different types of compressors. The effect of 
delay and area using DHT are also discussed in thesis work. 
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Parameter S. S. Kerur 
[4] 

Sushma R 
[3] 

Doru et al. 
[2] 

Shirali et al. [1] 

No. of Slices 635 612 601 599 
No. of 4 input LUTs 1125 1093 1059 1032 
No. of bounded IOBs 256 256 256 256 

Maximum combinational path 
delay(in ns) 

29.626 ns 26.977 ns 25.783 ns 24.388 ns 


